
ABSTRACT 

CAMACHO UMAÑA, MANUEL ERNESTO. Understanding and Addressing Weed Science 

Problems Using Soil Physics. (Under the direction of Drs. Ramon G. Leon and Travis W. Gannon). 

 

In the literature, few studies have successfully integrated principles and concepts of soil 

sciences (specifically soil physics) and weed science, where knowledge gaps and research 

questions involving both branches of science have not been addressed from an interdisciplinary 

perspective. The main objective of the present dissertation was to evaluate the use of principles 

and concepts of soil physics aiming to develop a more comprehensive view of weed related 

issues to better inform the decision-making process when designing weed management 

strategies. A set of experiments was conducted to address three general objectives: 1) to assess 

the role of water potential on seed germination through comparisons among osmotic solutions 

and mineral soils, 2) to investigate the potential lateral movement of solutes in soils with textural 

anisotropy, using a field trial and numerical modeling approach, and 3) to characterize the 

potential carryover risk of two residual herbicides and its further effects on carinata (Brassica 

carinata A. Braun) establishment in two different soils of North Carolina.  

When comparing total seed germination of four plant species using soils or polyethylene 

glycol (PEG) as germination substrate, dramatic differences in seed germination were observed, 

even when seeds were submitted to the same water potential. These results indicated that PEG 

did not reproduce accurately how the edaphic environment supplies water to seeds during 

germination. Furthermore, when exploring the role of soil unsaturated hydraulic conductivity 

(Kh) on seed germination, it was shown that the variability observed among soils and water 

potentials was better explained by Kh than PEG–generated osmotic potentials  



A field study provided empirical evidence for lateral movement of a conservative tracer 

(Br-), which moved along the surface horizon (Ap) following the soil slope. This movement was 

also modeled using HYDRUS 2D/3D, which allowed to visualize accurately this Br- advancing 

along the boundary between horizons over time. Our findings demonstrated this component of 

the solute movement as formerly hypothesized in the literature and reinforced the potential use of 

HYDRUS 2D/3D as useful tool to predict the transport and fate of herbicides, and further 

assessment of pesticide off-target movement risk. 

Field experiments confirmed that imazapic persisted in the soil for a longer time than 

flumioxazin and moved deeper into the soil profile. This movement was more evident when 

imazapic was applied to a sandy soil, where residues were detected between 15 and 20 cm depth. 

However, when assessing the potential carryover herbicide effect for both herbicides, our results 

suggested that B. carinata can be planted safely when either imazapic or flumioxazin are applied 

12 months before planting interval or longer. 
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CHAPTER 1: General introduction 

Weed interference in agriculture  

The world population is projected to rise to 9.7 billion people in 2050 (UN DESA 2019), 

which will require an increase in agricultural production to satisfy food demand (Anderson et al. 

2020). However, despite that increases between 25 and 75% the current production would be 

sufficient to meet this demand (Hunter et al. 2017), it will be necessary to deal with trade-offs 

like water use and pest management.  

Weed management is a critical factor must be addressed to achieve this global objective 

(Westwood et al. 2018). For instance, weed interference and further control in agricultural 

systems costs approximately $15 billion to the United States economy, and in developing 

countries the relative cost of could be even higher (Buhler et al. 2000).  

Herbicides have become the dominant weed control method around the world due their 

effectiveness and versatility of use in multiple cropping systems (Buhler et al. 2000). However, 

overreliance on their use has resulted in multiple ecological and environmental problems such as 

the evolution of herbicide resistant species, contamination of land and water bodies, and soil 

degradation (Gevao et al. 2000; Green and Owen 2011; Peterson et al. 2018). Therefore, weed 

management should consider other control methods including mechanical, biological principles 

and tactics, and cultural practices (Buhler et al. 2000; Harker and O’Donovan 2013).  

On this regard, knowledge of weed biology and ecology becomes a cornerstone for 

implementing an integrated weed management in agricultural systems. For instance, critical 

information about the seed bank ecology will include seed density, germination rate, and 

emergence time (Forcella et al. 1993). 
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Soil as key component in weed science  

Weed growth and survival in cropping systems are highly dependent on the interaction 

between two main factors (Monaco et al. 2002): 1) competitive factors resulting from the 

interference among weed species, weeds, and crops, and 2) environmental factors including 

biotic, climatic, and physiographic. Within this physiographic component, the edaphic 

environment (soil) plays a fundamental role in weed biology and ecology, providing the seedbed 

and the environmental signals as well as inputs for weed seed germination, plant establishment, 

and further population growth in space and time (Forcella et al. 1993; Gallandt 2006).  

Despite their importance for weed growth, soil properties and their contribution to weed 

management strategies are frequently disregarded. This could be associated with the lack of 

understanding about soil physics by weed scientists, who spent most of the efforts on weed 

chemical control during the early 1900’s (Hamil et al. 2004). Though modern weed scientists 

consider a broader scope as integrated weed management, seems to be that soil fertility and 

conservation are the only soil components included in this scope (Hamil et al. 2004). 

Soil properties such as texture and structure play important roles in herbicide dynamics 

and fate in the soil. For instance, the herbicide would follow several pathways within the soil 

matrix, including the adsorption in clay minerals or organic matter present in the soil, the 

movement through the soil porous space, or the molecule degradation by chemical or biological 

reactions (Gevao et al. 2000; Mehdizadeh et al. 2021). This degradation pathway is associated 

with herbicide persistence in the soil, which varies with changes in organic matter and soil 

texture (Marchesan et al. 2010). These two soil properties also affect the soil total porosity, 

which is related to herbicide movement through the soil matrix (Neto et al. 2017).  
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Furthermore, these movement and degradation processes contribute to herbicide 

persistence and potential damage to non-target plant species or susceptible crops due to 

carryover (York et al. 2000; Ulbrich et al. 2005; Price et al. 2020). This reinforces the need for 

more detailed information about how soils and their properties, in specific those included within 

the soil physical component influence weed growth as well as the efficacy and fate of weed 

control tools.  

Soil physics as a tool for solving problems in weed science  

Within soil science, the branch that deals with the physical properties of the soil is 

denominated soil physics. More precisely, this discipline studies the state and movement of 

matter, in addition to transformation and fluxes of energy within the soil (Hillel 1998). Soil 

physics is both a basic and applied science, which practice aims to improve and optimize soil 

management. 

Soil physics contributes to the understanding of natural processes in other disciplines 

such as agronomy, hydrology, meteorology, and plant ecology. For instance, the concept of the 

soil-plant-atmosphere continuum (now on only referred as continuum) integrates the contribution 

of these three components into the energy and water balance approach (Evett et al. 2012).  

The structure and functionality of this continuum under several gradients (spatial and 

temporal), is a fundamental objective for ecological research in different ecosystems (Penuelas 

and Sardans 2020), including agroecosystems. In the case of weed science, soil physics 

principles and applied procedures have the potential to increase our knowledge about 

fundamental processes in weed biology and ecology.  
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For example, seed dormancy release and germination are affected by external factors 

such as water potential and temperature within the soil-atmosphere boundary, and quantification 

of the response to different levels for both variables can be obtained from direct measurements 

and further modelling development using proper soil physics techniques (Camacho et al. 2021). 

Soil physics also studies the flow of water within the soil under saturated or unsaturated 

conditions, denominated steady and transient flow, respectively (Hillel 1998).  

Soil water flow is fundamental to understand soil water dynamics, including water 

distribution within the soil profile, water balance, nutrient uptake by plants, and other plant 

hydric relationships influencing the continuum (Hopmans and Bristow 2002; Evett et al. 2012). 

Soil water flow and its variability within the edaphic landscape are involved in soil moisture 

gradients. These soil moisture gradients could affect weeds growth, establishment, and 

competition across the landscape (Henry et al. 2009).  

There is a branch of soil physics that studies the fundamentals of solute transport through 

the soil, which becomes the cornerstone when assessing edaphic contamination, or groundwater 

quality (Hillel 1998). This solute transport within the soil is a complex phenomenon, that 

includes reactions such as chemical transformations and adsorption into the most reactive 

particles such as clays and organic colloids (Radcliffe and Šimůnek 2010).  

Despite this level of complexity, it is possible to characterize and predict the movement 

of herbicides within soils using the soil physics principles and methods. This kind of studies have 

improved our understanding of the dynamics and fate of herbicides in the environment (Carter 

2000; Karim et al. 2021). On this regard, knowledge about herbicide fate and behavior in the soil 

will be fundamental for integrated weed management and further solving problems in weed 

science (Buhler et al. 2000; Monaco et al. 2002; Harker and O’Donovan 2013). 
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Soil physics, weed management, and modeling 

Soil physics evolved from early qualitative description of soil properties to quantitative 

expressions that captured the dynamics within the soil physical processes. This was possible 

because of the development of computers and the use numerical methods to solve complex 

differential equations that represented the mass and energy transfer processes within the soil 

(Campbell 1985).  

Simplifications of these quantitative mathematical expressions used in soil physics are 

denominated models. Although they do not include the total complexity of physical processes, 

many models, when properly generated, even with their simplified approach can lead to 

satisfactory results while addressing these physical processes (Hillel 1987). The uncertainty 

inherent to the models can be reduced through specific procedures such as model calibration and 

the identification of critical parameters through sensitivity analysis (Doherty 2015; Pujol 2017).  

Models are useful to describe soil physical processes that are difficult to study through 

field measurements, or when laboratory procedures are impractical. For instance, the assessment 

of water flow under unsaturated conditions (transient flow) in the field is challenging using the 

existing available methods (e.g., sprinkling infiltration and impeding layer infiltration method), 

which require special equipment and continuous measurements for longer periods (Hillel 1998).  

However, this transient flow can be addressed using mathematical models that involve 

soil parameters that can be more easily measure in situ (Radcliffe and Šimůnek 2010). 

Furthermore, models can be used to perform simulations of different soil physical processes that 

are relevant while addressing problems in weed biology and ecology.  

 



 

6 

 

For instance, it is possible to perform simulations of herbicide movement through the soil 

profile and residue persistence or modelling the soil water dynamics on different soils and its 

effect on plants establishment and distribution. On this regard, HYDRUS is an advanced and 

popular software used to model and simulate soil physical processes for a variety of soil physical 

and hydrological processes, including soil water flow, heat fluxes, and solute transport (Radcliffe 

and Šimůnek 2010).  

HYDRUS has a robust history of applications and validation (Šimůnek et al. 2012), has 

been widely used in other studies about solutes and pesticides behavior within the soil (Boivin et 

al. 2006, Oliveira et al. 2019), and is considered user-friendly. Thus, this model could represent a 

useful tool to be considered for integrated weed management within the agroecosystem and other 

environmental studies associated with the use of herbicides. 

Mathematical models could also be employed to assess other important processes of 

weed biology and ecology. For example, seed germination is a fundamental concept in weed 

management, which determines plant population and community dynamics The variation in 

germination can be described using hydrothermal time models, which integrate temperature and 

water potential to predict the germination timing and pattern for a specific population (Allen et 

al. 2000; Bradford 2002). Despite that this approach has a solid theoretical background and has 

been widely used, most of the experiments were conducted under laboratory conditions and 

using polymeric solutions as germinations substrates (Michel 1983). This last fact raises 

questions about how representative those polymers are of edaphic variability affecting soil water 

potential in mineral soils.  
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Objectives 

An immense amount information is available in the literature about weed ecology and 

biology, weed management, or soil physical properties, when consulting them individually. 

However, few reports successfully achieved the integration of principles and concepts of soil 

sciences (in specific soil physics) and weed science, where there are still knowledge gaps and 

research questions that have not been addressed yet. The main objective of the present 

dissertation was to evaluate the use of different principles and concepts of soil physics to address 

specific problems and knowledge gaps in weed science, aiming to attain a more comprehensive 

approach for weed management in agricultural systems. Therefore, I established three distinct 

specific objectives: 1) to assess the role of soil physical processes and specific soil properties on 

the seed germination of crops and weed species, 2) to investigate the movement of solutes in 

different soils of North Carolina using field assessments and further a modelling approach, and 

3) to evaluate the potential carryover risk of two residual herbicides widely used in crop rotations 

in the southeastern USA and further effects on carinata establishment in two different soils, 

aiming to assess changes in soil physical properties and their potential contribution to this 

herbicide carryover risk. 

Objective 1 is covered in the chapter 2. Objective 2 is addressed in chapters 3 and 4. 

Objective 3 is covered in chapter 4. 

Glossary of Key Concepts 

As previously mentioned, this dissertation covers diverse topics that link principles from 

soil physics and weed science in a complementary fashion. Thus, the subsequent chapters will 

include diverse concepts that could be unfamiliar to the reader. The following is a list of 

concepts that are necessary to understand the research presented here.  
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Soil water potential: it refers to the difference in potential energy per unit of mass, 

volume, or weight of water, when it’s compared with water under its standard state. This water 

standard state refers to water without solutes (pure), without forces acting over but gravity, at 

atmospheric pressure (P0) and with reference height (z0) and temperature (T0). 

Soil hydraulic conductivity: it is the soil ability to transmit liquids across it. Technically, 

soil hydraulic conductivity is the proportionality constant (Ks) that associates a water flux 

passing through a soil cross-sectioned area (Q/A) to a total soil water potential head gradient 

(ΔH/L) as described by the Darcy’s equation.  

Soil water retention: it refers to the soil ability to hold or retain water. More technically, 

soil water retention is the relationship among the soil water content and the soil matric potential 

(soil matric suction).  

Soil water flow: it refers to water movement occurring within the soil. This movement is 

predominantly vertical but also has components of lateral flow. Soil water flow can occur under 

both saturated (steady flow) or unsaturated conditions (transient flow). Water flow affects other 

important processes within the soil, including solute transport and water redistribution. 

Polyethylene glycol (PEG): is a multiuse polymer utilized as solute in different aqueous 

mixtures. It has the property to retain water molecules within its polymeric chains, which allows 

to create very high osmotic pressure values (up to -2.0 MPa). 

Modeling: is a group of procedures used to represent specific natural processes or 

fractions of them, using simplifications or reducing the number of factors involved. Generally, 

quantitative mathematical expressions used to describe the patterns found in those natural 

process are denominated models. Despite they do not encompass the total complexity of these 

processes, their simplified approach leads to obtain satisfactory and practical approximations.  
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Sensitivity analysis: it is a processes employed to estimate the contribution of individual 

inputs included in a specific model to the total uncertainty of the variable to predict. The 

sensitivity analysis computes all model inputs used and provide quantitative information about 1) 

the overall effect of each input in the model output (target variable) and 2) the effect of an 

interactive relationship between all the inputs assessed. Then, sensitivity analysis allows 1) to 

identify those model inputs which magnitude changes will result in a significant change of the 

final results, and 2) to reduce the number of model inputs by taking away inputs when identified 

as non-influential, increasing the model parsimony (model simplicity). 

Model calibration: it is defined as a group of steps or processes employed to setting or 

tunning a model aiming to solve a specific problem. This tunning involves the manipulation of 

model inputs or the initial and boundary conditions under an acceptable range of values, with the 

objective to obtain simulated results close enough to observed values that considered as true. 

Mathematical solutions in modeling: Two different approaches used to solve complex 

model are: 1) analytical solutions, which include a series of logical steps to solve the problem 

and finding the exact answer using the model, and 2) numerical solutions, which consist in 

iterative calculations where the model inputs are slightly changed in every run until the model 

output reaches a value that is considered as acceptable under certain level of error. The numerical 

solutions are preferred in models which complexity involves several inputs, where the analytical 

solutions fail to provide an answer that is considered reasonable. In addition, the advances in 

computer science have helped to perform the algorithms for numerical solution in a relatively 

shorter time. 
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HYDRUS 2D/3D: is a computer software widely employed to perform modeling and 

simulations of different processes in soil physics, hydrology, and other related disciplines. 

HYDRUS is based on fundamental theoretical equations and uses numerical solution to perform 

the calculations and further simulations of water flow, heat and solute transport under initial and 

boundary conditions selected by the user. This software is versatile enough to simulate several 

process in time and space.  

Integrated weed management: is referred to the integration of a series of weed control 

approaches, which are used simultaneously or complementary to reduce weed populations to the 

point they are at ecologically and economically acceptable levels. This management is not 

limited to weed control using herbicides, but the adoption of cultural practices and an 

interdisciplinary approach including certain branches of soil science and agroecology.  

Herbicide persistence: it is referred to the length of time that a particular herbicide 

molecule remains active (bioavailable). In general, it is expected that the herbicide persistence is 

long enough to ensure the weed control but allows the herbicide dissipation in the soil to 

inactivate the molecule and avoid further crop damage. 

Herbicide carryover: it is defined as the potential phytotoxic effects that an herbicide 

could produce in a subsequent crops or seedlings just established. It is associated with intrinsic 

properties and behavior in the soil of the herbicide molecule.  
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Abstract 

Aims Seed germination is one of the most important processes in plant biology and 

ecology because it determines the timing and magnitude of seedling emergence events every 

growing season influencing community dynamics. Our aim was to determine whether 

polyethylene glycol (PEG) solutions simulate soil water potential accurately and recreate 

germination responses to soil water availability. 

Methods In this study, we compared seed germination of four plant species in PEG and 

four soils with different textures under six water potentials under controlled laboratory 

conditions. 

Results Total seed germination for all species significantly differed between soil and PEG 

under the same water potentials, as well as among soil water potentials for each of PEG and soil 

materials. Due to the inconsistent total germination associated with soil water potential, we 

evaluated unsaturated soil hydraulic conductivity (Kh) as a predictor of germination. The 

germination of all species followed the same response to Kh. Germination rate (GR50) was more 

directly related to water potential than total germination, but Kh provided a more robust 

description of GR50 across species and soils than PEG-osmotic potentials. 

Conclusions Our findings showed that Kh is a more informative variable to predict both 

total seed germination and germination rate in soil, and caution must be used when considering 

results obtained using PEG solutions to infer germination behavior under field conditions. 
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Introduction 

Seed germination is a fundamental process in the biology of plants determining 

population and community dynamics. This process is highly dependent on edaphic and 

environmental conditions, from which water and temperature are among the most important 

environmental factors (Koller and Hadas 1982; Walck et al. 2011; Bewley et al. 2013). As these 

two environmental factors are essential for germination, the integration of heat accumulation 

units and soil water availability as hydrothermal time is considered a useful approach to describe 

germination progression over time of seed lots or populations under field conditions (Allen et al. 

2000; Bradford 2002; Bewley et al. 2013).  

The use of hydrothermal time is based on the premise that seed germination rate is related 

to temperature (T) and water potential (ψ) around optimum conditions that are bound by lower 

and upper thresholds (Allen et al. 2000; Bradford 2002). Therefore, total germination and 

germination rate will occur as long as both conditions are met: 1) temperature is within the 

thresholds and 2) water potential is above the minimum. The longer the time these two 

conditions are met (i.e., hydrothermal time accumulation), the greater the germination. 

Mathematical models have been used to describe germination responses based on hydrothermal 

time accumulation to help predict germination timing and intensity in agricultural and natural 

systems (Allen et al. 2000; Bradford 2002). 

Several laboratory studies have evaluated the cumulative seed germination of different 

plant species as a function of hydrothermal time accumulation (Allen et al. 2000; Bradford 2002; 

Bidgoly et al. 2018; Mobli et al. 2018; Abdellaoui et al. 2019). A common methodology in most 

studies using hydrothermal time is the use of polyethylene glycol (PEG) to generate different 

water potentials as described by Michel (1983).  
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PEG solutions have the advantages of maintaining relatively steady osmotic potentials 

equivalent to the desired water potentials as well as the simplicity with which a wide range of 

water potentials can be generated to determine germination thresholds (Bewley et al. 2013). 

However, it is questionable that homogeneous PEG solutions can realistically represent soil-

water-seed interactions, which are also influenced by the intrinsic field soil variability (Peck et 

al. 1977). Therefore, the use of germination predictive models developed with water potential 

requirements determined with PEG solutions might not be appropriate to describe field seed 

germination, so direct soil water potential measurements might be needed (Bullied et al. 2012).  

In the 1970s, at the same time that PEG solutions were starting to be used as a surrogate 

of soil water potential (Michel and Kaufmann 1973), other studies were suggesting that soil 

variables such as hydraulic conductivity, might play a more important role than water potential 

on seed germination (Dasberg 1971; Dasberg and Mendel 1971). Although those studies did not 

directly and systematically compare PEG solutions with soil with the same water potentials, they 

demonstrated that soil textural properties could influence the response of the seed to water 

potential, and this could result in different germination behaviours.  

The simplicity and convenience of Michel’s (1983) methodology quickly prompted a 

widespread adoption by the plant biology community. However, to the extent of our knowledge, 

no rigorous comparison between germination in PEG solutions and soil have been conducted to 

validate the use of this methodology as a mean to predict germination behaviour in the field, as 

many researchers have done over almost four decades. 

Accurate and robust models of seed germination based on environmental variables are 

critical to understand and predict vegetation dynamics in response to changes in temperature and 

rainfall patterns. However, the lack of studies comparing seed germination as impacted by 
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specific water potentials under different soil physical conditions in place of using PEG solutions 

greatly limits our ability to use that information to understand plant biology and ecology under 

field conditions. The objectives of this study were (1) to compare the response of seed 

germination of four plant species under six different water potentials using both PEG solutions 

and four soils with contrasting texture as germination media, and (2) to develop indicators that 

properly describe germination responses under different soil water contents.  

Materials and methods 

Polyethylene glycol solutions and water potential measurement 

Polyethylene glycol 8000 (PEG, Fisher Scientific, Pittsburgh, PA) solutions were 

prepared according to the procedure described by Michel (1983) to establish water potentials of -

0.1, -0.3, -0.6, -0.8 and -1.2 MPa at 25°C. Water potential of each solution was measured with a 

WP4C dew point potential meter (Meter Group Inc., Pullman, WA) with a ± 0.05 MPa precision 

from 0 to −5 MPa.  

Soil sampling and soil physical analysis 

Bulk soil materials were collected from the top 10 cm at four agricultural fields in North 

Carolina with different soil textures. The soils at the fields were mapped as Cecil, Chewacla, 

Georgeville, and Herndon soil series. The textural classes of the soils were sandy loam, loam, 

clay loam, and silty loam for Cecil, Chewacla, Georgeville, and Herndon, respectively (Table 

1.1). Soil materials were air dried for 6 weeks in a greenhouse and mixed every two days to 

ensure homogeneous dry conditions. Each soil material was then crushed through a 2 mm 

opening sieve. Three subsamples from each soil were used for particle size distribution analysis 

by the hydrometer method (Gee and Or 2002) and gravimetric soil water content (Topp and 

Ferré 2002). 
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Four subsamples of each soil material were sent to the soil testing lab at the Agronomic 

Services, North Carolina Department of Agriculture and Consumer Services (NCDA&CS) for 

soil fertility analysis. Soil pH was measured on 1:1 soil to water volume ratio. Humic matter 

(HM) content was determined through digestion with NaOH and further measurement through 

colorimetry (Mehlich 1984a). Mehlich-3 extracting solution (Mehlich 1984b) was used for P, K, 

Ca, Mg, S, Na, Mn, Cu, and Zn content determination. The elements extracted with this solution 

were analysed by plasma spectroscopy and quantified on volume basis (Mehlich 1984b; Tucker 

1984). Cation exchange capacity (CEC) was estimated by adding the basic cations (Ca, Mg, Na, 

and K) and buffer acidity according with Mehlich et al. (1976) (Table S1.1).  

Water retention was determined at five pressure levels corresponding to -0.1, -0.3, -0.6, -

0.8 and -1.2 MPa). Soil water retention analysis was carried out using porous plates and pressure 

vessels following the methods described by Klute (1986). Soil samples were placed inside rubber 

rings over a porous plate (1 cm high, 5.1 cm inner diameter). The plates with soil samples were 

saturated for 24 h by setting them in a small tub and adding deionized water slowly until 

covering 0.5 cm above the plate surface. The plates with soil samples were then placed in a 

pressure vessel (Soil Moisture Equipment Corp., Santa Barbara, CA), and compressed air was 

applied to the vessel through a regulator. Soil samples remained under a constant pressure in the 

vessel until reaching equilibrium (no evidence of water draining from the vessel). The samples 

were then removed from the vessels and split into two subsamples. One subsample was 

processed to estimate gravimetric soil moisture content (g g-1) following Topp and Ferré (2002) 

procedures. The other subsample was used to quantify water potential using a dew point 

potential meter WP4C (Meter Group Inc., Pullman, WA).  
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The above procedure was conducted for each pressure (i.e., soil water potential) using 

three replications for each soil. From soil water retention data, van Genutchen’s equation 

parameters (van Genuchten 1980) were fitted through least squares regression for the four soils 

(Figure S2.1).  

Each soil material was repacked into four 347.5 cm3 volume cylinders at its natural bulk 

density. Then, saturated soil hydraulic conductivity (Ks) of each core was measured by 

maintaining the cylinders under a constant head pressure following the method described by 

Klute and Dirksen (1986) (Table 1.1). van Genutchen’s equation parameters were then used to 

estimate unsaturated soil hydraulic conductivity (Kh) following Vogel et al. (2000). 

Plant species and seed pretreatment 

Two weed species, Amaranthus palmeri S. Watts and Senna obtusifolia H.S. Irwin & 

Barneby, and two cultivated species, Lycopersicum esculentum L. var. Cherokee Purple and 

Triticum aestivum L. cv. Shirley were selected to evaluate their seed germination.  

Senna obtusifolia seeds were scarified with sandpaper to reduce physical dormancy and 

allow seed imbibition. Similarly, A. palmeri seeds were stratified under moist chilling conditions 

(3°C) for two weeks to reduce physiological dormancy. The tetrazolium test (International Seed 

Testing Association 1985) was performed to test seed viability before starting the germination 

experiments. 

Germination experiments  

Soils were autoclaved for 4 h at 121°C to reduce pathogen activity during the duration of 

the germination tests. Subsequently, based on soil water retention characteristics and initial 

gravimetric water content estimates, desired water potentials were generated by adding deionized 

water to each soil until reaching the corresponding target gravimetric water content. Water was 
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added to the ground soil with a spray bottle with careful and continuous soil mixing to ensure 

uniform moisture content. Then, sterile 9-cm diameter petri dishes (with bulk volume of 87 cm3) 

were filled with a predetermined mass of the moistened soil samples corresponding to the desired 

natural bulk density of each soil (Table 1.1). The packing to achieve the desired bulk density in 

the petri dish was accomplished using a rubber stopper coated with parafilm®. Petri dishes 

corresponding to zero MPa pressure (saturated) were first filled with air dried soil and packed up 

to achieve the corresponding bulk density, and then were moistened with a volume of water 

estimated from soil porosity to generate saturation (Table 1.1). 

Petri dishes corresponding to the PEG treatments were filled with 10 ml of corresponding 

PEG solution. A zero MPa water potential control treatment was included by filling the petri 

dishes with 15 ml of deionized water. Once all petri dishes were filled with PEG and soil, 50 

seeds of the corresponding plant species were placed carefully on the surface, ensuring at least 

70% of the seed surface was in direct contact with the PEG solution or soil matrix. This depth 

was chosen to ensure that there was a sufficient and uniform contact area between the seed and 

the germination matrix, proper oxygen availability, and avoid biases related to differences in 

pressure caused by matrix density and weight when the seed is fully buried. Petri dishes were 

sealed using Parafilm® and placed randomly in a germination chamber (Seedburo® Germinator) 

set to provide day (12 h) and night (12 h) temperature values of 30°C and 25°C, respectively.  

Germinated seeds (i.e., with visible radicle) were counted and removed every other day. 

Petri dishes were sealed with parafilm after counting and placed back into the germination 

chamber. Petri dishes were weighed before and after seed counting to monitor any water loss and 

potential changes in water potential during the experiment. Soil and PEG solutions amounts were 

chosen such as water loss from the petri dish due to seedling removal represented less than 0.5% 
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of the weight variability, ensuring that water potential treatments were not influenced by seedling 

removal.  

Experimental design and statistical analysis 

Regression analysis was performed for the PEG calibration curve using the PEG solution 

concentration (g g-1 of H2O) as independent variable and measured water potential as dependent 

variable. Those measurements were compared with nominal values estimated following Michell 

(1983) through linear regression analysis (Figure S2.2). From data obtained in soil water holding 

analysis, regression models were performed to fit the soil water retention curve.  

Germination experiments were conducted twice as completely randomized designs with 

five replications. Total germination was normalized for each plant species to the corresponding 

average of maximum germination value. This was done to allow comparisons among the four 

species, which exhibited differences in total germination.  

A factorial analysis of variance (ANOVA) was conducted for total normalized 

germination, with substrates (i.e., soils and PEG), water potential, and plant species treated as 

fixed effects and replications and experimental runs as random effects. Least significant 

differences were estimated using Tukey’s HSD test (α = 0.05) for treatment means separation.  

Gompertz regression models were fitted to describe the relationship between total 

germination and the logarithm base ten of soil hydraulic conductivity (log10 (Kh)) as independent 

variable for the soils within the same species. Linear regression models were also used to 

describe the response of the germination rate at 50% (GR50) to log10 (Kh). 

All statistical analyses were performed using R Studio 3.3.2 (2016-10-31) "Sincere 

Pumpkin Patch" (R Studio Team 2015). Regression models were optimized using SAS software 

(Statistical Analysis Systems version 9.4, Cary, NC 27513).  
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Results 

Effect of water potential on total seed germination 

All four plant species exhibited maximum total germination at water potentials of 0.0 to -

0.3 MPa with no differences among soils and PEG (Figure 2.1). However, when the water 

potential decreased below -0.4 MPa, germination dropped for each plant species in a manner that 

was specific to each soil and PEG (Figure 2.1). Germination in PEG solutions differed from 

those obtained in soil when comparing with the corresponding water potentials (p-value = 

0.0001; Table S2.2 and S2.3). Total germination for the four plants species exhibited a similar 

trend in response to water potential when seeds were germinated in a sandy loam soil (Figure 

2.2). In contrast, a more erratic and divergent response among species was observed when seeds 

were germinated in PEG. In the case of T. aestivum, these differences between soil and PEG 

were dramatic. For example, total germination in PEG was greater than 93% irrespective of 

water potential, while germination rapidly decreased as the water potential became more 

negative in the four soils (Figure 2.1 and 2.2).  

Soil hydraulic conductivity and its effect on total germination 

The lack of agreement in the germination patterns observed between soils and PEG 

suggests that PEG does not accurately represent the soil-water-seed dynamics that determine 

germination. This was particularly true when evaluating water potentials lower than -0.4 MPa. 

Because seeds require a balanced and constant water supply during different phases of the 

germination process, it is likely that determinants of water flow to the seed are as important as 

water potential for germination. In this regard, soil hydraulic conductivity is a measurement of 

the soil’s ability to maintain the supply of water to the seed coat. Soil hydraulic conductivity can 

occur under both saturated (Ks) and unsaturated soil conditions (Kh), with the latter been the 
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most common in ecosystems with the exception of wetlands. Therefore, we hypothesized that Kh 

could account for the variability observed in response to water potential across species and soils.  

The response in total seed germination was considerably more consistent across species 

and soil types when using Kh rather than water potential as a predictor (Figure 2.1 and 2.3). In 

general, total germination reached the maximum values within the highest Kh. It seems that there 

was a critical Kh threshold, and when hydraulic conductivity decreased (soil Kh decreases as soil 

water potential decreases) and reached a critical value, the germination decreased significantly 

(Figure 2.3).  

Interestingly, the critical Kh germination threshold was characteristic for each soil and 

was similar for the four plant species. For instance, total germination exhibited a steep decline in 

the four species when log10 (Kh)  -3.31 in the silty loam soil, while in the sandy loam 

germination decreased when log10 (Kh)  -6.53. The loam soil presented the lowest threshold Kh 

(-7.11).  

Effect of water potential and Kh on seed germination rate 

In addition to total seed germination, it is important to understand how rapidly seeds are 

taking up water for the germination process. Therefore, we evaluated how water potential 

affected the rate to reach 50% germination (GR50) expressed as the inverse of the time (d) to 

reach this percentile (1/t50) for each soil and species combination (Pedroso et al. 2019). We 

hypothesized that GR50 was more sensitive than total seed germination to water potential because 

of the direct effect of this factor on uptake of water in direct contact with the seed coat. Unlike 

total germination (Figure 2.1), GR50 was indeed more sensitive to changes in water potential for 

all soils and species exhibiting a quasi-linear decline as water potential decreased (Figure 2.4). It 

is worth noting that the small seeds of A. palmeri, exhibited almost the same GR50 for all soils 
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and PEG, while as seed size increased vis-à-vis the other species, the differences in the GR50 

among soils and PEG increased (Figure 2.4). For example, the GR50 of T. aestivum (i.e., largest 

seed) in PEG, was almost five-fold higher than in soils at water potential from 0.0 to -1.2 MPa.  

When assessing the effect of Kh on GR50, unique responses were observed depending on 

soil and plant species (Figure 2.5), but differences between soil types were not as marked as 

those observed when considering water potential only. The GR50 decreased proportionally to 

reductions in Kh, and those reductions were similar across species for each soil, with some 

exceptions for S. obtusifolia and T. aestivum, which exhibited steeper slopes than the other 

species in silty loam and loam, respectively (Figure 2.5 and Table 1.2). 

Discussion 

The role of Kh and water potential on seed germination 

Most studies on seed germination response to water potential, including hydrothermal 

time requirements, have been done using polymers and salts (e.g. PEG) as osmolites to generate 

germination media with specific water potentials that are, in their totality, dependent on osmotic 

potential. These osmotic solutions are easy to prepare and allow studying a wide range of water 

potentials (Hardegree and Emmerich 1994; Boddy et al. 2013; Bakhshandeh et al. 2017; Mobli et 

al. 2018; Abdellaoui et al. 2019). There are few reports of the use of hydrothermal time to 

describe seed germination using actual soils (Bullied et al. 2012). Therefore, it is difficult to 

determine how applicable to field conditions those results obtained using polymers as 

germination media are. 

The differences observed in the present study between soils and PEG solutions might be 

related to a balance between physical processes driving the movement of water towards the seed 

and the ability of the seed to absorb the water that has already reached the seed coat. Comparing 
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osmotic and matrix potentials using PEG solutions as well as soil matrices with different soil 

particle sizes, Hadas (1977) determined that water potential is important for seed germination as 

long as soil moisture content is not limiting, but as soon as water content or water diffusivity 

decrease, soil physical properties influencing water supply to the seed will play a more important 

role. 

While seeds are in direct contact with the water using PEG solutions, in soils the seed 

will present different angles and points of contact with the free water due to the arrangement of 

soil particles (Figure 2.6; Collis-George and Hector 1966; Kauffman and Ross 1970; Hadas and 

Russo 1974). The heterogeneous composition of the soil matrix is in contrast with the 

homogeneity of a polymer solution. Soil matrix includes both the solid and the pore phases, and 

the intrinsic variability of the combined phases affects the water dynamics such as water flux and 

holding phenomena through the soil volume. On the other hand, PEG solutions correspond to 

uniform media, where the water potential remains constant due the osmotic forces (osmotic 

potential, Ψo) exerted by the solutes (polymers). The relation between solutes concentration and 

total water potential (ΨT) follows a simple polynomial pattern (Figure 2.6; Michel 1983), which 

depends on the molarity, the molecular weight of PEG, and temperature ultimately affecting 

viscosity (Michel and Kauffmann 1973; Michel 1983; Money 1989). The PEG molecules in the 

solution form an arrangement of rigid helical segments, sporadically with disordered sections 

where the water forms hydrogen bonds with oxygen atoms in the PEG molecule creating the 

retention that is responsible for the osmotic effect (Michel and Kauffmann 1973). Conversely, 

soil ΨT is not only dependent on osmotic forces, but also dynamics in water - soil solid matrix 

interactions, and pressure of external gas and gravity, which are dependent on soil texture and 

structure (Hillel 1998). In addition, wettability plays an important role on soil-water relations, 
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specifically when soil dries out and reaches lower soil water content, therefore, the soil presents 

lower potential (Davis et al. 2009). This relationship between soil water potential and soil water 

content (Figure S2.1) is represented in the soil water holding retention curve, where soil 

wettability could be restricted in the region of the curve with the lowest water potential. This is 

particularly true in soils with soil water repellence (hydrophobicity), due to long C-chain organic 

substances coating soil particles (Roy and McGill 2000). For example, in the present study, the 

silty loam soil exhibited some level of hydrophobicity during the beginning of the wetting 

process to set the different water potentials, showing the formation of water drops with some 

degree of resistance to move into the soil and wet the particles.  

Soil water potential by itself was insufficient to explain the variation observed in the 

germination of different species clearly indicating that other soil properties involved in the 

continuum soil-water-seed must be considered (Collis-George and Sand 1959; Wuest et al. 

1999). Hydraulic conductivity is the transmitting property of soils as the conducting medium of 

water that moves due to a hydraulic gradient (Klute and Dirksen 1986; Hillel 1998). Soil 

hydraulic conductivity has different behaviour under saturated and unsaturated flow. Thus, under 

unsaturated conditions, Kh describes the water flow through the soil when soil pores are not 

completely filled with water and tend to decrease as the water potential becomes more negative 

(Figure S2.3). In a soil wetted to obtain a specific water potential according to the soil water 

retention curve, the degree of water resupply to the soil surface (with air boundary conditions) 

and further movement to the seed coat is affected by the magnitude of hydraulic conductivity 

(Hillel 1972). This is a common situation because most soils do not remain completely saturated 

(except for some wetland soils during a specific periods of the year), and their water dynamics 
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depend directly on rainfall (intensity, distribution, seasonality) or irrigation (Porporato et al. 

2004; Vepraskas and Caldwell 2008). 

Previous studies concluded that seed germination is not exclusively affected by soil water 

potential itself, and suggested the importance of considering other soil physical properties such 

as soil hydraulic conductivity (Collis-George and Sand 1959; Williams and Shaykewich 1971; 

Hadas and Russo 1974). Our data suggest that GR50 seems to be more sensitive to changes in the 

magnitude of soil hydraulic conductivity than soil water potential. Soil-seed contact, which is the 

area between soil particles and seed where the water moves towards and reaches the seed coat, 

should be large enough to allow enough water to get into the seed at a rate similar or higher than 

the potential imbibition rate of the seed (Rogers and Dubetz 1980). Seed initial water content, 

temperature, and the rate of seed hydration control is fundamental during the seed imbibition and 

the subsequent germination process (Collis-George and Melville 1975; Vertucci 1989). Seed 

hydration rate is affected by changes in water supply from the germination media; in the case of 

soils, changes in soil hydraulic conductivity will control the water supply (Collis–George and 

Sands 1959; Williams and Shaykewich 1971; Ward and Shaykewich 1972). In addition, Kh 

interacts with seed-water impedance, which is the resistance that water experiences to get inside 

the seed due to differences in soil matrix and seed coat. Impedance tends to increase with a 

decrease in Kh due to the decline in water content or the reduction in the soil water potential. 

Consequently, when soil Kh decreases, the impedance increases and the rate of seed imbibition is 

reduced, which leads to germination rate decline (Hadas and Russo 1974). Therefore, seed 

germination rate is not only dependent on soil water potential, but also on soil water flow 

determined by soil hydraulic conductivity.   
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Applications to plant physiology and ecology 

The use of PEG solutions is a practical way to determine relative differences in water use 

between species, genotypes, or seed lots, but it is not an adequate system to determine accurate 

germination responses to water availability, which seems to be the aim of many studies. Our 

results do not invalidate previous research conducted with PEG solutions, but it highlights that 

the interpretation of that research must be done considering the limitations of its applicability to 

field conditions. A clear example of this was observed here for T. aestivum, which exhibited 

almost 100% germination at -1.2 MPa in PEG and only 20% in a sandy loam soil at the same ΨT 

(Figure 2.2). If one were to make planting and irrigation recommendations for germination 

based on the PEG data, it is likely that serious seedling emergence failure would be observed for 

this crop. Furthermore, our results illustrate how research seeking to understand seed and plant 

responses to soil water availability should consider the possibility that environmental factors 

other than Ψo or ΨT might play important roles in how the plant senses and adapt to soil water 

limitations. This is especially important when searching for genes and developing/breeding traits 

related to drought stress tolerance. 

Soil hydraulic conductivity thresholds identified in the present study, represent a useful 

parameter to be included in seed germination and seedling emergence studies, because it 

provides a clear limit to germination potential for multiple species as a function of soil physical 

properties. Disturbance by natural or human causes of environmental and soil factors could lead 

to drastic changes in seed banks and consequently plant community dynamics and management 

(Forcella 1992; Buhler et al. 1997). 
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For example, changes in temperature and rainfall can directly influence the number of 

seeds germinating in the seed bank and seedling emergence timing, determining the probability 

of a given species to acquire resources and outcompete other species (Ooi et al. 2009; Walck et 

al. 2011; Mondoni et al. 2012; Ooi 2012). 

Knowledge about seed germination thresholds based on environmental factors becomes 

fundamental in plant biology and ecology, even more with current climate change and its effect 

on the world’s temperature and precipitation patterns (Walck et al. 2011; Bewley et al. 2013). 

Thresholds in seed germination could be used to predict changes in the spatial distribution of the 

species under drought or wet scenarios due to changes in rainfall patterns. Therefore, using soil 

survey data (e.g. Kh), in addition to long-term and real-time rainfall data, it might be possible to 

predict the periods and the areas in which a given species would be able to germinate. In other 

words, combining soil physical properties, climate data, temperature, and Kh-germination 

requirements could allow determining stability and changes in geospatial and ecological 

boundaries for the establishment of a given species. This information has important implications 

for conservation efforts of wild plant species, management of weedy and invasive plant species, 

and development of resilient crops. 

Conclusions 

The dramatic differences between germination responses to water potential in soil vs. 

PEG clearly indicate that caution is needed when trying to infer seed germination behaviours 

under field conditions using water potential thresholds determined in the laboratory with PEG or 

other osmotic solutions. Furthermore, water potential in itself did not provide a consistent 

description of germination when seeds were in soil. Conversely, Kh explained the variability in 

both total germination and GR50 among the four species evaluated.  
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Our results suggest that Kh is the driving force of maximum germination potential by 

regulating water flow towards the seed, while water potential might play a more important role 

for the ability of the seed to absorb water that is in direct contact with the seed coat. As shown 

here, different soil textures have different Kh thresholds below which water flow to the seed is 

impeded and germination collapses. The use of K thresholds can be an important tool to describe 

vegetation dynamics in response to climate change including geographic distribution, seasonality 

and desertification.  
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Figure 2.1 Total seed germination of four plant species after incubation under six water 

potentials in five substrates for 15 days. Error bars represents the standard error of the 

mean (n=10). 
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Figure 2.2 Total seed germination of four plant species in sandy loam soil (upper graph) and 

polyethylene glycol solutions (lower graph) with six water potentials. Error bars 

represents the standard error of the mean (n=10). 
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Figure 2.3 Seed germination of four plant species in response to unsaturated soil hydraulic 

conductivity (Kh) in four soils differing in texture. Error bars represents the standard error 

of the mean (n=10). Discontinuous line represents the best-fit model (Gompertz 

regression model). 
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Figure 2.4 Seed germination rate measured in time to reach 50% germination (GR50) of four 

plant species after incubation under six water potentials in five substrates for 15 days. 

Error bars represents the standard error of the mean (n=10). 
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Figure 2.5 Unsaturated soil hydraulic conductivity (Kh) effect on seed germination rate 

measured in time to reach 50% germination (GR50) of four plant species in four different 

soil textures. Error bars as standard error (n=10). Distinct color lines represent the best-fit 

model for its corresponding plant species (Table 1.2). Discontinued black line represents 

the best fit model for overall data points (Table 1.2). 
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Figure 2.6 PEG solutions have uniform contact with the seed surface (top left), so they can 

easily and consistently expose the seed to different water potentials created by changing 

PEG concentration (bottom left). Conversely, in soil, the points of contact between water 

and the seed coat are determined by the physical properties of the soil matrix (top right), 

and complex non-linear interactions between unsaturated soil hydraulic conductivity 

(Kh), water potential, and soil water content.  
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Figure S2.1 Soil water holding curves obtained for the four soils used in present study. Model 

parameters (van Genuchten 1980) fitted through least squares regression method from 

soil water potential values measured following Klute (1986) procedures. 
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Figure S2.2 A) PEG calibration curve for present study compared with the model (in red line) proposed by Michel (1983). B) 

Regression model for nominal value following Michel (1983) and measured water potential values. PEG solutions were 

prepared and kept at 25°C.  
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Figure S2.3 Estimated soil hydraulic conductivity corresponding to each soil water potential on 

four soils used on present study. Values calculated following Vogel et al. (2000) using 

measured Ks (Klute and Dirksen 1986) and van Genuchten’s model parameters (van 

Genuchten 1980). 
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Tables 

Table 2.1 Soil series and physical properties determined for soils used in the present study. 

 

  

Soil series   Soil taxonomic family   Sand   Silt   Clay   
Water 

content 
  

Bulk 

density* 
  

Total 

porosity† 
  

Hydraulic 

conductivity‡ 
  

Textural 

class 

                g g-1       g cm-3   cm cm-3   cm day-1     

                                      

Cecil   
Fine, kaolinitic, thermic 

Typic Kanhapludults 
  0.74   0.10   0.16   0.01   1.33   0.50   157.93   

Sandy 

loam 

                                      

Chewacla 

  

Fine-loamy, mixed, active, 

thermic Fluvaquentic 

Dystrudepts   

0.45   0.40   0.15   0.02   1.06   0.60   45.39   Loam 

                                      

Georgeville 
  

Fine, kaolinitic, thermic 

Typic Kanhapludults   
0.32   0.41   0.28   0.03   0.98   0.63   189.07   

Clay 

loam 

                                      

Herndon 
  

Fine, kaolinitic, thermic 

Typic Kanhapludults   
0.29   0.58   0.14   0.03   0.86   0.68   142.17   

Silty 

loam 

                                      

* Bulk density after packing soil into the petri dish. 

† Calculated from bulk density value and a particle density value = 2.65 g cm-3. 

‡ Measured in saturated conditions. 
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Table 2.2 Regression model and fit parameters to predict seed germination rate measured as the time to reach 50% germination 

(GR50) of four plant species growing on four contrasting soil textures, using unsaturated soil hydraulic conductivity (Kh). 

 

Soil   Plant species   Model*   β0   β1   R2   p-value   AIC‡ 

                                      

Sandy loam   A. palmeri   Linear   1.060 ± 0.173†   0.115 ± 0.022* 0.37   <0.0001   -40.32 

    S. obtusifolia   Linear   1.142 ± 0.121   0.131 ± 0.015   0.61   <0.0001   -76.09 

    L. esculentum   Linear   1.099 ± 0.050   0.126 ± 0.006   0.89   <0.0001   -165.05 

    T. aestivum   Linear   1.305 ± 0.056   0.147 ± 0.007   0.90   <0.0001   -153.14 

    All   Linear   1.151 ± 0.057   0.130 ± 0.007   0.62   <0.0001   -341.03 

                                      

Loam   A. palmeri   Linear   0.856 ± 0.257   0.081 ± 0.038   0.09   0.03859   4.38 

    S. obtusifolia   Linear   0.905 ± 0.145   0.098 ± 0.021   0.31   <0.0001   -53.28 

    L. esculentum   Linear   0.582 ± 0.074   0.055 ± 0.011   0.34   <0.0001   -120.07 

    T. aestivum   Linear   1.334 ± 0.099   0.149 ± 0.015   0.68   <0.0001   -90.90 

    All   Linear   0.919 ± 0.085   0.096 ± 0.013   0.23   <0.0001   -162.37 

                                      

Clay loam   A. palmeri   Linear   0.723 ± 0.165   0.092 ± 0.032   0.14   <0.0100   1.42 

    S. obtusifolia   Linear   0.875 ± 0.080   0.139 ± 0.016   0.62   <0.0001   -70.64 

    L. esculentum   Linear   0.641 ± 0.044   0.096 ± 0.009   0.72   <0.0001   -130.79 

    T. aestivum   Linear   0.783 ± 0.069   0.112 ± 0.013   0.59   <0.0001   -86.26 

    All   Linear   0.755 ± 0.052   0.110 ± 0.010   0.37   <0.0001   -192.30 

                                      

Silty loam   A. palmeri   Linear   0.503 ± 0.098   0.068 ± 0.026   0.12   0.01317   0.28 

    S. obtusifolia   Linear   0.615 ± 0.053   0.130 ± 0.014   0.63   <0.0001   -60.78 

    L. esculentum   Linear   0.416 ± 0.030   0.070 ± 0.008   0.61   <0.0001   -118.50 

    T. aestivum   Linear   0.505 ± 0.026   0.079 ± 0.007   0.72   <0.0001   -130.70 

    All   Linear   0.510 ± 0.031   0.087 ± 0.008   0.35   <0.0001   -190.27 

* Linear model:  y = β0 + β1*x 

† Model parameter ± standard error 

‡ Akaike information criterion (AIC) 
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Table S2.1 Soil chemical properties determined for the four studied soils. 

Soil Series   HM   BS   W/V   pH   Ac CEC Na   P K Ca Mg S Mn Cu Zn 

    %   g cm-3         
cmolc 

kg-1 
    ppm 

                                            

Cecil   0.97   77.00   1.17   5.50   1.80 7.90 0.10   110 145 851 176 51 61 5 11 

                                            

Chewacla   0.60   89.00   0.95   5.90   2.00 18.00 0.10   75 189 2229 538 51 418 2 14 

                                            

Georgeville   1.02   84.00   0.94   5.50   2.60 16.00 0.10   68 277 1684 518 41 157 1 9 

                                            

Herndon   0.56   95.00   0.92   6.70   1.00 20.80 0.10   72 166 3276 359 50 994 4 12 

                                            

 

Table S2.2 Analysis of variance for seed germination. 

Factor   Degrees of freedom   F value   Pr (>F) 

Plant species (PS)   3   249.56   <0.0001 

Substrate (S)*   4   93.81   <0.0001 

Water potential (WP)   5   311.94   <0.0001 

PS x S   12   12.72   <0.0001 

PS x WP   15   10.35   <0.0001 

S x WP   20   21.00   <0.0001 

PS x S x WP   60   6.26   <0.0001 

Residuals   1080         

              

*Substrate includes four soils and PEG. 
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Table S2.3 Normalized total seed germination of four plant species under six water potentials and five substrates. 

Water potential    Substrate   A. palmeri   S. obtusifolia   L. esculemtum   T. aestivum 

Mpa                         Germination (%)*           

                                              

0.00   Sandy loam 96.16 ± 1.86§  a⸸   94.34 ± 1.81 a   83.84 ± 6.50 a   99.39 ± 0.61 a 

    Loam   94.70 ± 2.91 a   90.25 ± 3.98 a   91.22 ± 3.29 a   99.45 ± 0.41 a 

    Clay loam   78.96 ± 6.18 b   98.31 ± 1.13 a   53.66 ± 11.3 b   96.27 ± 1.84 ab 

    Silty loam   88.83 ± 3.00 ab   92.23 ± 3.15 a   75.26 ± 8.42 ab   87.27 ± 5.34 b 

    PEG   92.87 ± 3.71 ab   96.62 ± 1.69 a   98.09 ± 0.94 a   92.25 ± 2.89 ab 

-0.10   Sandy loam 91.97 ± 6.02 a   95.82 ± 1.35 a   98.76 ± 0.62 a   98.50 ± 0.65 a 

    Loam   95.92 ± 1.55 a   85.65 ± 2.57 a   96.12 ± 3.32 a   96.61 ± 1.14 a 

    Clay loam   95.23 ± 3.47 a   93.71 ± 2.46 a   98.58 ± 0.78 a   98.83 ± 0.68 a 

    Silty loam   84.34 ± 8.12 a   93.46 ± 3.11 a   96.34 ± 1.90 a   99.06 ± 0.52 a 

    PEG   87.04 ± 9.83 a   94.81 ± 2.89 a   96.08 ± 1.54 a   93.93 ± 2.69 a 

-0.30   Sandy loam 79.60 ± 7.53 a   80.80 ± 6.31 a   84.94 ± 5.07 b   94.26 ± 2.37 a 

    Loam   89.81 ± 4.08 a   91.39 ± 3.39 a   95.63 ± 1.93 ab   96.16 ± 1.38 a 

    Clay loam   83.25 ± 5.37 a   93.25 ± 3.26 a   96.10 ± 1.74 a   90.68 ± 4.98 a 

    Silty loam   87.34 ± 5.79 a   88.56 ± 3.00 a   94.28 ± 1.54 ab   96.82 ± 2.22 a 

    PEG   89.15 ± 5.02 a   92.99 ± 1.76 a   96.81 ± 1.81 a   98.45 ± 0.86 a 

-0.60   Sandy loam 74.09 ± 5.83 a   45.48 ± 7.84 b   38.14 ± 4.48 b   66.16 ± 5.79 b 

    Loam   86.39 ± 5.54 a   89.91 ± 4.36 a   96.59 ± 2.09 a   98.39 ± 0.97 a 

    Clay loam   88.05 ± 5.47 a   73.20 ± 9.34 ab   91.60 ± 1.73 a   95.37 ± 2.21 a 

    Silty loam   89.08 ± 4.54 a   66.75 ± 10.79 ab   97.23 ± 1.60 a   98.55 ± 1.28 a 

    PEG   76.94 ± 5.95 a   93.41 ± 2.73 a   93.39 ± 1.87 a   98.34 ± 0.54 a 

-0.80   Sandy loam 60.65 ± 9.23 a   21.26 ± 4.59 c   10.42 ± 4.30 b   34.87 ± 4.62 c 

    Loam   78.12 ± 10.48 a   87.67 ± 3.06 a   93.22 ± 3.79 a   98.16 ± 0.99 a 

    Clay loam   75.83 ± 8.27 a   61.73 ± 10.50 b   63.86 ± 9.32 a   79.23 ± 5.90 b 

    Silty loam   78.33 ± 6.53 a   45.78 ± 7.09 bc   77.85 ± 4.92 a   87.34 ± 4.72 ab 

    PEG   63.34 ± 6.85 a   93.71 ± 2.65 a   32.39 ± 11.77 b   98.16 ± 1.29 a 

-1.20   Sandy loam 15.99 ± 4.49 b   0.00 ± 0.00 c   0.98 ± 0.65 b   18.11 ± 4.61 d 

    Loam   74.05 ± 7.98 a   76.16 ± 7.48 a   66.99 ± 6.83 a   80.24 ± 4.03 ab 

    Clay loam   66.72 ± 9.48 a   7.68 ± 3.55 c   5.77 ± 2.96 b   50.96 ± 10.08 c 

    Silty loam   67.06 ± 10.61 a   14.77 ± 6.82 bc   71.40 ± 4.11 a   59.23 ± 6.91 bc 

    PEG   18.38 ± 2.88 b   32.78 ± 4.63 b   1.11 ± 0.76 b   97.39 ± 1.08 a 

* Germination was normalized based on relative to the maximum germination value at the end of the experiment for each experiment 

§ mean ± standard error 

⸸ different within water potential and within plant species letters denote significant differences according to HSD Tukey's (α = 0.05) 
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Abstract 

Despite best management practices and efforts to avoid off-target pesticide movement in 

turfgrass landscapes, subsurface lateral flow under some weather and topographic conditions 

may cause vegetation injury and potentially pollute nearby water bodies. Lateral subsurface 

transport of solutes along boundaries between horizons, enhanced by irregular topography and 

textural anisotropy, however, is not fully understood. A field study was conducted to investigate 

the potential subsurface lateral transport of solutes in sloped soils with anisotropic horizons. To 

track solute transport, bromide (Br-), a conservative tracer, was used as a proxy for modeling 

purposes. HYDRUS 2D/3D was used to model the potential subsurface lateral movement and 

predict soil water content and solute transport dynamics using soil and climatic parameters 

determined under experimental conditions. In addition, a global sensitivity analysis was 

conducted to identify the most influential HYDRUS 2D/3D input parameters for selecting the 

proper values for the parameters required for calibration and improvement of model 

performance. Field data confirmed the subsurface lateral movement of solutes following the soil 

slope direction, which advanced along the boundary between horizons over time. Simulations 

performed with HYDRUS 2D allowed visualization of this lateral movement, represented as 

changes in Br- concentration within the soil profile and its lateral distribution in time and space. 

Our analysis indicated that the modeled subsurface lateral flow and transport was most 

influenced by parameters associated with soil water retention (van Genuchten parameters) and 

soil water evaporation occurring between rainfall/irrigation events. We recommend conducting 

further studies to assess the role of lateral water flow along horizon boundaries into pesticide 

dynamics and fate.  
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Introduction 

Pesticide use has become a fundamental tool for pest management in agricultural and 

non-agricultural systems (Racke 2000; Oerke 2006). However, there is concern about the risk of 

pesticide off-target movement in terrestrial and aquatic systems, generating negative health, 

economic, and environmental consequences (Haith and Rossi 2003; Lee et al. 2011). Off-target 

movement can occur in diverse forms like drift, leaching through soils, and runoff over the land 

surface. Runoff is most frequently reported as one of the main pathways where pesticides move 

off-target after application (Haith and Rossi 2003). For instance, in turfgrass, herbicides with 

differing water solubility and soil adsorption affinity exhibited runoff movement along the soil 

surface, and this runoff was increased under sloped conditions and heavy rainfall events (Leon et 

al. 2016).  

In some cases, off-target herbicide damage has been observed on downslope turfgrass 

landscapes, but interestingly, runoff transport was not responsible for displacement of the 

herbicides from the original application area. It has been hypothesized that downslope subsurface 

lateral movement of water and solutes is responsible for pesticide displacement from upslope 

areas and accumulation downslope. This could be even more evident if the slope of the landscape 

decreases downslope.  

Subsurface lateral flow has been previously reported in forestry and perennial systems 

(Kim et al. 2005; Kahl et al. 2007), and it is more likely to occur in soils with distinct horizons 

which create anisotropy on its hydraulic properties (McCord et al. 1991; Filipović et al. 2018). 

However, the mechanisms of subsurface lateral flow and its role on pesticide movement have not 

been described in turfgrass landscapes where its consequences are easily detected with changes 

in aesthetics and turfgrass integrity.  
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An approach to elucidate this subsurface lateral flow is the use of mathematical models 

that describe water and solute interactions with soil particles in the vadose zone. HYDRUS 

2D/3D (Šimůnek et al. 2016) is a widely used modelling software for studies of hydrologic 

processes such as soil water flow (McCoy and McCoy 2009; Bufon et al. 2012) and solute 

transport (Boivin et al. 2006; Filipović et al. 2019; Varvaris et al. 2021), with weather and soil 

properties measured onsite as inputs. In addition, sensitivity analysis allows identification of 

critical parameters which could have the highest impact on the magnitude of the model output 

(Saltelli et al. 2008), and further assist calibration and parameter optimization (Urbina et al. 

2019; 2021) to increase the accuracy and precision of the model. 

Filipović et al. (2018) performed HYDRUS 2D simulations to assess the subsurface 

lateral flow in hillslope soils, aiming to understand its fundamental role in solute transport in 

agricultural settings. They theorized that lateral flow is more likely to occur under sloped 

conditions and within soil horizons with hydraulic anisotropy, where the lateral flow will be 

favored over the vertical flow. Despite their efforts conducting simulations of conservative tracer 

to assess the solute movement, they did not conduct any actual measurements of solute transport 

under similar field conditions to confirm the accuracy of the simulations.  

The objectives of our study were to: 1) investigate the potential subsurface lateral 

movement of solutes in a sloped soil with anisotropic hydraulic properties using field 

measurements, 2) assess HYDRUS 2D/3D modelling performance for predicting subsurface 

solute lateral movement under these conditions in turfgrass.   
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Materials and Methods 

Field experiment 

A field experiment was conducted during the months of January and May, 2021, in a 

field plot at the Lake Wheeler Turf Field Laboratory in Raleigh, NC. The soil for this facility has 

been mapped as Cecil sandy loam (fine, kaolinitic, thermic Typic Kanhapludult). The Ap horizon 

(sand texture) is on average 0.18 m thick, overlaying the Bt horizon (clay texture) that is more 

than 0.35 m thick (Table 3.1). The plot and surrounding area has 12% slope covered with hybrid 

bermudagrass “Tifway 419”, which was dormant at the time of the experiment. A 3 m × 3 m area 

was established as the experimental plot and was divided into four equal sections (Figure 3.1). 

The sides and middle borders were marked with nylon strings for use as guides for installing 

sensors for water content monitoring and collecting samples for solute transport assessment.  

Soil physical properties  

Using 7.62 cm diameter and 7.62 cm long aluminum cylinders (347.5 cm3) in a Uhland 

soil sampler (Blake and Hartge 1986), undisturbed soil cores were collected from six different 

locations surrounding the experimental plot. Two undisturbed soil cores were collected from 

each soil horizon at each sampling locations. These soil cores were trimmed and transported to 

the laboratory for analysis.  The soil cores were divided into two groups, one used to quantify 

saturated hydraulic conductivity and the other for soil water retention analysis after slowly 

saturating them from the bottom over a 24-h period. In addition, three disturbed samples 

collected from each soil horizon were used for particle size distribution analysis by the 

hydrometer method (Gee and Orr 2002).   
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Saturated hydraulic conductivity (Ks) of the undisturbed soil cores (from first group) was 

measured by maintaining a constant head of water following the method described by Klute and 

Dirksen. (1986). In situ Ks was also measured in the field with a compact constant head 

permeameter (CCHP) following Amoozegar (1989). 

Intact soil cores (from the second group) were used to generate water retention curve 

following the procedure described by Dane and Hopmans (2002). The analysis was divided into 

high-water potential (0 to -0.033 MPa) and low-water potential (-0.1 to -1.5 MPa). For the high-

water potential, saturated soil cores were placed inside Buchner funnels connected to an air 

pressure device. Seven pressure levels between 0.00035 to 0.333 MPa (approximately equivalent 

to 3.5, 5, 10, 30, 50, 100, and 333 cm of water head) were applied incrementally. The volume of 

outflow was measured after reaching equilibrium for each pressure. After measuring the outflow 

volume at 0.333 MPa pressure, all soil cores were weighed and dried in an oven at 105°C for 24 

h to determine their bulk density as well as final water content following methods described by 

Grossman and Reinsch (2002) and Topp and Ferré (2002), respectively. 

For low soil water potential, the analysis was carried out using disturbed soil samples, 

porous plates, and pressure vessels (Soil Moisture Equipment Corp., Santa Barbara, CA) 

following the methods described by Klute (1986). The gravimetric soil water content for these 

samples was estimated following Topp and Ferré (2002) procedures. Soil water content obtained 

at each pressure was used to develop a water retention curve for each soil horizon.  
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Weather data and soil water content monitoring 

Two rain gauges (one analogic Stratus® RG-202, and another digital Onset® RG3-M 

Borne, MA) were installed close to the experimental plot (Figure 3.1A) to accurately monitor 

rainfall. Soil water content was monitored every 15 min at an average depth of 7 cm (Ap 

horizon) and 21 cm (Bt horizon) using EC-5 soil moisture sensors (Onset Computer Corporation 

® Bourne, MA). Eight monitoring points were established in a concentric arrangement. At each 

monitoring location an auger hole (7.5 cm diameter, 0 to 40 cm depth) was dug for horizontally 

installing the two soil moisture sensors into each soil horizon (Figure 3.1B). These sensors were 

connected to HOBO U30 data loggers (Onset Computer Corporation®) supported by individual 

solar panels. The auger holes were filled back with the original soil and then allowed to settle for 

one month prior to the initiation of the experiment. Daily minimum and maximum temperature, 

precipitation, and evapotranspiration values were obtained from the Lake Wheeler Rd Field Lab 

ECONET – Tower (35.72816, -78.67981) weather station, which can be accessed online through 

North Carolina Climate Office. A summary of the weather data is presented in Figure 3.2. 

Solutes application and post irrigation treatment 

Wednesday, 17 February of 2021, was selected as the solute application date following 

three consecutive rainfall events (> 1.5 cm) (Figure 3.2), aiming to ensure enough water had 

entered the soil to potentially reach near soil saturation conditions at the boundary between Ap 

and Bt horizons. One liter of potassium bromide (KBr) solution, at a concentration of 180.9 g L-

1, was uniformly applied by hand to a 0.38-m2 circular area at the center of the plot as shown in 

Figure 3.1. The solute was applied using a CO2 pressurized backpack sprayer with a flat-fan 

spray nozzles (XR; TeeJet®, XR11002VS, Spraying Systems Co., Wheaton, IL). This equipment 

was calibrated to deliver 280.2 L ha-1 of solution at 214 kPa of pressure. Three hours after the 
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solute application, the entire 9 m2 plot was irrigated with 1.26 cm of water in three events (113. 6 

L of water split into three applications; 49.2, 45.4, and 18.9 L) that were spaced one hour apart to 

leach the KBr into the soil. This amount of irrigation was chosen to supplement rainfall events to 

ensure soil saturation while avoiding surface runoff following KBr application. Irrigation was 

carried out using a hose coupled with a wand with an electronic water meter GPI® 01N31GM 

(Great Plains Industries Inc, Wichita, KS).  

Soil sampling for Br- extraction and measurement 

Soil samples were collected at 5, and 46 days after the solutes application (DASA). Those 

dates were selected based on the amounts and the distribution of the rainfall received after the 

application (Figure 3.2), aiming to allow enough time to detect Br- movement through the soil 

without losing the solutes to leaching below the sampling depth. Samples were systematically 

collected in a 60 x 60 cm grid to characterize lateral movement of the solutes. Soil samples were 

taken at four depth intervals (0-15, 15-30, 30-40, and 40-50 cm) for the first sampling date, and 

five depth intervals (0-5, 5-10, 10-15, 15-30, 30-45 cm) for the second sampling with a bucket 

auger (20 and 7.62 cm of length and diameter, respectively). The samples were placed in labelled 

Ziploc® bags (0.940 L volume) and sealed. The auger was washed twice with a brush and a 

solution of ammonia-water, rinsed with water, and dried with paper towel after each sampling to 

avoid solute cross contamination among samples and depths.  

Bromide quantification in soil samples was performed following Abdalla and Lear 

(1975). A total of 120 g of soil per sample was mixed with 240 mL of deionized water in a 

mason jar (473 mL capacity) and vigorously shaken for 30 min using a reciprocal shaker 

(Eberbach Corporation®, Michigan, USA) at 240 oscillations min-1.  
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The samples were allowed to settle overnight, and the supernatant was filtered using 

Whatman No. 42 filter paper. Bromide concentration was measured using an Oakton® pH 450 

(pH/mV meter) and a Cole-Parmer® combination Ion-Selective Electrode (ISE). 

HYDRUS-2D/3D modelling 

Theoretical analysis and fundamental equations 

HYDRUS-2D/3D software package (Šimůnek et al. 2016, 2018) was used to simulate the 

potential lateral flow and solute movement for soils with textural anisotropic conditions. A 

complete description of the processes and theoretical background underlying HYDRUS-2D/3D 

functions can be found in Šejna et al. (2018) and Šimůnek et al. (2012a), respectively. Here, we 

will describe the most relevant governing equations used in the present study to quantify water 

and solute lateral movement. For solving the two-dimensional variably saturated flow solution 

numerically by Galerkin finite element method, the Richards equation is presented by (Boivin et 

al. 2006): 

𝜕𝜃

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
[𝐾 (𝐾𝑖𝑗

𝐴 𝜕ℎ

𝜕𝑥𝑗
+ 𝐾𝑖𝑧

𝐴)] − 𝑆                          (i, j = 1, 2) [1] 

where 𝜃 is the volumetric soil water content (L3 L-3), 𝑡 is time (T), ℎ is the pressure head 

(L), xi (i = 1, 2) corresponds to the position coordinates in the space (L) [i.e., x1 = x and x 2 = z], 

K is the unsaturated hydraulic conductivity (L T-1), Kij
A are the components of the dimensionless 

anisotropy tensor 𝐾 
𝐴, and 𝑆 corresponds to the sink term for root water uptake (T-1).  For the 

present study, we assumed isotropic conditions within each soil horizon. 

Unsaturated soil hydraulic conductivity (Kh) and the water retention (θh) functions were 

fitted for each soil horizon using the van Genuchten (1980) model: 

𝜃ℎ = {
𝜃𝑟 +  

𝜃𝑠−𝜃𝑟

[1+|𝛼ℎ𝑛|]𝑚     , ℎ < 0

𝜃𝑠                                    , ℎ ≥ 0
                                                  [2] 
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𝐾ℎ = 𝐾𝑠𝑆𝑒
𝑙 [1 − (1 − 𝑆𝑒

1/𝑚
)𝑚]

2
                                                      [3] 

𝑆𝑒 =
𝜃 − 𝜃𝑟

𝜃𝑠 − 𝜃𝑟
                                                                    [4] 

where θs and θr are the saturated and residual water contents (L3 L-3), respectively; Ks is 

saturated hydraulic conductivity (L T-1); α (L-1) and n (unitless) are empirical fitting parameters; 

m is related to n by m = 1 – 1/n (unitless); and Se is the soil effective saturation. The parameters 

θs, θr, α, and n were fitted from the soil water retention data generated as described above 

through nonlinear least-squares optimization with the RETC program (Leij et al. 1991). The 

same parameters were used together with Ks to estimate Kh following Eq. [3]. For the Bt horizon, 

a -2 cm air entry potential was assigned as recommended for fine-textured soils (Vogel et al. 

2001).  

Solute transport for Br- was predicted employing the advection-dispersion equation 

(ADE; Boivin et al. 2006): 

𝜕(𝜃𝑐+𝜌𝑏𝑠)

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
(𝐷𝑖𝑗

𝜕𝑐

𝜕𝑥𝑗
) −

𝜕𝑞𝑖𝑐

𝜕𝑥𝑖
  (𝑖, 𝑗 = 1,2)                                     [5] 

where c (M L-3) corresponds to solute concentration in the soil solution, s (M M-1) 

represents concentration in solid phase; 𝜌𝑏 represents the soil bulk density (M L-3), Dij are the 

components of the dispersion tensor (L2 T-1), qi is the water flux density (L T-1), and xi, for i = 1 

and 2, represent the horizontal (x) and vertical (z) dimensions as described above.  The D tensor 

for the solute is computed into the software using three terms: transversal and longitudinal 

dispersivity (L) and molecular diffusion into the water phase (L2 T-1). For Br-, we used 10.0 and 

1.0 cm as longitudinal and transversal dispersivity, respectively (Boivin et al. 2006), and a 

molecular diffusion coefficient in free water of 1.6 cm2 d-1.  
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We did not consider Kd for bromide, an anion, because it is considered to be a non-

reactive (i.e., non-adsorbing), conservative tracer with low risk of attenuation by soil materials 

(Shinde et al. 2001; Abit et al. 2008). 

Soil domain, initial and boundary conditions, and numerical implementation 

The soil domain was represented into the model by a finite element grid, composed of 

8147 non-uniform triangular elements and 4202 nodes, and mesh-refined around the surface to 

produce a relatively fine grid pattern for the Ap horizon and a relatively coarse grid pattern for 

the Bt horizon, including a slope angle of 6.89° (Figure 3.3).  

Two initial conditions (IC) for pressure head corresponding to the two genetic soil 

horizons were set in the model. The Ap horizon had a linear distribution with depth and slope in 

the x-direction, and top and bottom pressure head ICs of -780 and -400 cm, respectively. The Bt 

horizon had a linear distribution with depth and slope in the x-direction, with top and bottom 

pressure head ICs of -400 and -333 cm, respectively. These values were chosen based on the 

initial soil water content values obtained from the soil moisture sensors and their corresponding 

pressure head according to the soil water retention curves for the two horizons. The initial 

concentration of the solutes in the soil was set as 0 mg cm-3, and the solute pulse concentration 

after application was calculated as follows: 

𝐶𝐵𝑟  (𝑚𝑔 𝑐𝑚−3) =
120 000 𝑚𝑔

([(𝐼 + 𝑅 )𝑎 − (𝜗 ∗ 𝐸𝑇𝑜)𝑎] ∗ 3848𝑐𝑚2)
                    [6]   

where ϑ is a reduction factor (0 to 1) for potential evapotranspiration (ETo) measured by 

the weather station, irrigation (I) and rainfall (R) are the water inputs obtained for the application 

day (a). A time-variable flux boundary condition was assigned to a 70-cm radius (3848 cm2) in 

the center of the experimental plot (Figure 3.3). This variable flux was estimated for each day i 

as follows: 
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𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑓𝑙𝑢𝑥𝑖 = (𝐼 + 𝑅)𝑖 − (𝜗 × 𝐸𝑇𝑜)  𝑖                               [7] 

Atmospheric boundary condition was assigned to the rest of the soil surface (65 cm 

downslope and 65 cm upslope), where HYDRUS 2D performs the corresponding calculations 

automatically using rainfall and evaporation.  

A free drainage boundary condition was applied to the bottom of the soil domain, and no-

flow boundary conditions were established along the vertical upslope edge of the domain. For 

the vertical downslope edge, a gradient boundary condition was assigned using a factor of 0.12, 

which was calculated using the following equation: 

𝑔𝑟𝑎𝑑 = sin(𝛼)                                                                        [8] 

where grad is the gradient factor, and α is the soil slope angle (6.89° = 0.12π for this 

case). 

For solute transport, a third-type boundary condition (Cauchy) code = 1 was assigned to 

the top and the bottom of the domain, except for the application area, where the third-type code = 

2 was selected (Radcliffe and Šimůnek 2010). 

All simulations were performed considering a period of 80 days, aiming to cover: 1) all 

the rainfall events since the soil moisture sensors were installed at day 1 (t0), 2) the solute 

application 30 days after (t0), 3) the two sampling dates after solute application, and 4) to have 

sufficient daily data for simulations.  
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Sensitivity analysis 

Aiming to determine the contribution of individual model inputs to the total uncertainty 

for the target variable to predict, we conducted a global sensitivity analysis using a modification 

of the Morris method (Campolongo et al. 2007). This methodology computes elementary effects 

(EEi) for the factor 𝑋𝑖 generating trajectories (r) in the input factor space following the equations: 

 
𝐸𝐸𝑖

=
[𝑌(𝑋1 +  𝛥, 𝑋2, + Δ … . , 𝑋𝑖−1, 𝑋𝑖 + ∆, … . . , 𝑋𝑘) − 𝑌(𝑋1, 𝑋2, … . , 𝑋𝑘)]

∆
                              [9] 

∆ =  (
1

𝑝 − 1
) × 𝜔                                                                          [10] 

where ∆ is the change in the factor 𝑋𝑖 calculated by Eq. [7], k is the total number of factors, p is 

the number of levels which factor 𝑋𝑖 is allowed to move in the hyperparameter space, and ω is a 

scalar called “grid-jump” which is typically estimated as 
𝑝

2⁄  (Morris 1991; Pujol 2017). Cuntz 

et al. (2015) suggested that the number of trajectories (r) should be at least equal to the number 

of factors. Both the mean (μ) and the standard deviation (σ) were computed over all r values 

calculated for factor Xi according with the following equations:    

𝜇𝑖 =  
1

𝑟
 ∑(𝐸𝐸𝑖

𝑗
)

𝑟

𝑗=1

                                                               [11] 

𝜎𝑖 =  √
1

(𝑟 − 1)
 ∑(𝐸𝐸𝑖

𝑗
− 𝜇𝑖)2

𝑟

𝑗=1

                                                   [12] 

Then, the overall effect of Xi in the output variation was computed by μi with σi indicating 

interactions between model inputs or factors. Saltelli et al. (2008) indicated that Eq. [9] has a 

limitation when positive and negative EEi can cancel each other out, which indicates that the 

factor is not essential (Type II error). To overcome this issue, Campolongo et al. (2007) proposed 

the use the absolute values of EE in Eq. [11] as presented by: 
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𝜇∗
𝑖 =  

1

𝑟
 ∑  |𝐸𝐸𝑖

𝑗
|

𝑟

𝑗=1

                                                                    [13] 

where μ*
i is the overall effect. The statistics calculated by the Morris elementary effect method 

(μi, μ
*

i, and σi) create a ranking of the importance of factors regardless of the magnitude (Song et 

al. 2015), which can be considered a qualitative method.  

The Morris elementary effect parameters used in the sensitivity analysis were r = 100, k = 

11, ∆ = 0.6; with p = 6 and ω = 3 (Eq. [9] and [10]). The Morris sampler generator and 

sensitivity index computation were performed with the R package “Sensitivity” (Pujol 2017).  

The input factors in the model were analyzed visually from graphical representation of 𝜇∗ 

and 𝜎. The importance of the parameters assessed in the sensitivity analysis and their further 

classification were evaluated following the guidelines described by Lagmmoglia et al. (2017). 

They defined three ranges of importance: 1) highly influential parameters if μ* ≥ 0.5 μmax; 2) 

influential if 0.1 μmax < μ* < 0.5 μmax; and 3) non-influential if μ* ≤ 0.1 μmax.  

The range of the values for the soil hydraulic parameters included in the analysis (θs, θr, 

α, n, Ks) was obtained from field measurements. The range evaluated for Br- longitudinal 

dispersivity (Dl) was based on values recommended from a previous study (Boivin et al. 2006), 

and Br- transversal dispersivity (Dt) was set as 10% of the value selected for Dl. The parameter ϑ 

was set arbitrarily between 0.25 and 0.75. This factor represents the uncertainty in the potential 

evaporation, which should be lower than the one estimated by the weather station due to dormant 

plant cover during the experimental period. The HYDRUS parameter ranges are presented in 

Table 3.2. 
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Model parameters calibration  

After identifying the most influential parameters with the sensitivity analysis, a model 

calibration and parameter optimization process was conducted. The model-independent 

Parameter Estimation δ Uncertainty Analysis (PEST) package was employed for the calibration 

of the initial HYDRUS 2D/3D parameters following the guidelines of Doherty (2015). PEST 

performs a Gauss–Marquardt–Levenberg type algorithm to estimate potential values of 

parameters that minimize the weighted sum of squared deviations between the calculated and 

observed values. This Gauss–Marquardt–Levenberg type algorithm minimizes the objective 

function (ϕ) as follows:  

𝜙 =  ∑ (𝑤𝑖 𝑟𝑖)
2

𝑖=𝑁𝑡

𝑖

                                                                       [14] 

where Nt is the total number of observations, wi is the weight associated with the ith 

observation and ri is the ith residual (difference between model output and measurement). 

To obtain optimized parameters, PEST estimates the relationship among the measured 

data and model parameters throughout a Taylor series expansion, and further conforming a 

Jacobian matrix, which includes partial derivatives of the measured values with respect to the 

parameters. The iteration of the estimation of these partial derivatives with gradual changes in 

the model parameters from their original value generates a new set of parameters on each run. 

This set of parameters is revised as an updated vector at every run, based on the gradient of 

objective function as described by Marquardt (1963). The PEST algorithm ends the iteration 

when changes in the parameters are minimal.  

Two datasets were used for the calibration. One corresponded to daily average volumetric 

water content obtained from the six soil moisture sensors (Figure 3.3) for 80 days, and the other 
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corresponded to Br- soil concentration collected 5 and 46 days after application. Twelve 

observation groups were established, and weights (wi) were generated with the condition that all 

groups contributed in the same way to the objective function. This approach has been 

successfully used for model calibration for solute and water movement in the soil using 

HYDRUS 2D/3D (Urbina et al. 2019; 2021).  

PEST model calibration was performed using R Studio R version 4.0.4 (2021-02-15) 

“Lost Library Book” (R Studio Team 2015).  

Statistical analysis 

The model performance was evaluated with the Root Mean Square Error (RMSE) and the 

Willmott agreement index (d), and the Nash – Sutcliffe efficiency (NSE) index, which were 

calculated using the following equations: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑚𝑖 − 𝑠𝑖)2𝑛

𝑖=1

𝑛
                                  [15] 

𝑑 = 1 − 
∑ (𝑚𝑖 − 𝑠𝑖)

2𝑛
𝑖=1

∑ (|𝑠𝑖 − 𝑚𝑎|  + |𝑚𝑖 − 𝑚𝑎|)2𝑛
𝑖=1

      [16] 

𝑁𝑆𝐸 = 1 −  
∑ (𝑚𝑖 − 𝑠𝑖)

2𝑛
𝑖=1

∑ (𝑚𝑖 − 𝑚𝑎)2𝑛
𝑖=1

                             [17] 

where mi corresponds to the observed value for i data point, si corresponds to the simulated value 

for i data point, and ma corresponds to the average of observed values. 

The bromide distribution within the plot graphs (contour maps) were produced using 

contour plot option of SigmaPlot 11.0 software (Systat Software Inc. GmbH, Germany), which 

performs a bicubic interpolation between the data points.   
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Results 

Lateral movement of solutes: field measurements  

Br- distribution within the experimental plot 5 and 46 DASA is presented in Figure 3.4. 

In both evaluation dates, it was observed a pattern where Br concentrations decreased with soil 

depth. Interestingly, it was observed at 5 DASA lateral movement of the Br- following the slope 

main direction, defined as a plume that moved up to 90 cm away from the application area (white 

circle). This movement was more evident within the first 15 cm depth, but a similar pattern was 

also observed within 15 – 30 cm depth.  

When assessing the Br- distribution at 45 DASA, a similar pattern of lateral movement 

was observed at 0 - 15 cm depth, but concentrations were considerably lower than those 

observed at 5 DASA (solute dissipation), and the plume direction changed slightly towards 315°, 

but kept the main slope direction. Br- concentration and distribution increased within 15 - 30 and 

30 - 40 cm, indicating vertical movement within the soil. However, results observed at 5 and 46 

DASA confirmed prevalence of solute lateral movement with the soil slope direction.  

Sensitivity analysis and model inputs 

The Morris sensitivity analysis for HYDRUS 2D/3D inputs identified three main inputs 

from the soil water retention curve: α, n, and θs (van Genuchten equation’s parameters) as highly 

influential according to the guidelines recommended by Lammoglia et al. (2017) for changes in 

soil water content predicted for the three observation points (Figure 3.5 and 3.6). In the case of 

the Ap horizon, α1 and n1 were classified as the most influential inputs in all observation points. 

For the Bt horizon, parameters n2 and θs2 were highly influential inputs for changes in predicted 

soil water content (Figure 3.5). Additionally, the parameters α1 and α2 were considered as 

influential for soil water content dynamics modelling. 
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For soil solute transport modelling (Br- concentration), the sensitivity analysis determined 

α as a highly influential parameter in horizon Ap regardless of the distance from the application 

point (Figure 3.6). For sampling point 2 (located 60 cm away from the solute application area) in 

the Ap horizon, the reduction factor (ϑ) was also identified as highly influential factor for 

predicting Br- concentration.  

Model calibration and parameter optimization 

The calibration improved the performance of the model describing the behavior of both 

water and Br- movement, but this was more evident for the latter. For soil water content, the 

RMSE reduction was negligible when the model was calibrated (i.e., 0.030 to 0.027), and the 

Willmot agreement (d) and Nash-Sutcliffe efficiency (NSE) indices increased slightly by 0.010 

and 0.036, respectively. Conversely, when the model to predict Br- concentration was calibrated, 

d substantially increased by 0.33, and the NSE changed from -0.030 to 0.228. Therefore, the 

results indicated the need to calibrate the model, especially to describe Br- movement.  

Six parameters were not calibrated with the algorithm PEST (kept as a fixed value) 

because they were not considered influential according to the results from Morris sensitivity 

analysis, as observed in Figure 3.5 and 3.6. 

In general, the values of calibrated parameters n and θs were lower than the calculated 

ones (initial values), but α was slightly higher than the initial value in both soil horizons. 

However, when comparing between initial and calibrated, they agreed, and the calibrated values 

varied within the uncertainty boundaries (i.e., 95% confidence limits) of the observed values.  

 



 

67 

 

Modeling soil water content dynamics in anisotropic soils  

Soil water content was monitored in three observation points distributed along the central 

transect in the experimental plot for a period of 80 days. We compared these measured values 

with those predicted by the HYDRUS 2D/3D forward model (calculated) and with model 

calibration (calibrated) (Figure S3.1). However, little improvement was observed in the 

statistical parameters to assess model performance for soil water content modelling after the 

calibration (Table 3.3). Then, we focused on the comparisons among the measured values and 

their corresponding calibrated values, which are presented in Figure 3.7.  

There was agreement between the calibrated and corresponding measured values of 

volumetric soil water content (Figure 3.7). Time series of the soil water content monitored in the 

Ap horizon presented higher variability than those in the Bt horizon.  This was likely the result of 

the textural anisotropy observed for this soil (Table 3.1) and the proximity of the Ap horizon to 

the soil surface, which was subjected to more intense changes in atmospheric boundary 

conditions (e.g., rainfall) (Figure 3.3). The RMSE calculated for the time series of soil water 

content in the Ap horizon varied from 0.048 to 0.022 cm3 cm-3, whereas those measurements 

corresponding to the same dates in the Bt horizon ranged from 0.028 to 0.009 cm3 cm-3.  

Modeling solute transport in anisotropic soils with sloped conditions 

Samples were collected to monitoring solute movement along the soil profile and 

determine the existence of subsurface lateral movement under soils with textural anisotropic 

horizons, as observed in the Cecil series at Lake Wheeler, NC (Table 3.1).  

The calibration significantly improved the model performance for predicting Br-

concentration in soil (Table 3.2; Figure 3.8). The RMSE of individual sampling points during 

the first sampling time (5 DASA) presented values ranging from 0.028 to 0.482 mg cm-3, 
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meanwhile the RMSE varied from 0.010 to 0.752 mg cm-3 for 46 DASA. The calibrated Br- 

series was closer to the measured one, while the calculated series (obtained with forward model) 

overestimated Br- concentration. This overestimation was more evident for 46 DASA, where the 

calibrated Br- concentration values in observation point 3 were almost 4 times higher than the 

corresponding measured points throughout the soil profile (Figure 3.8).  

The presence of Br- in all sampling points confirmed movement from the application area 

to further positions downslope. This was more evident during the first sampling date (5 DASA), 

where the concentration at 10 cm depth for the sampling point 2 (46 DASA) was higher than that 

observed at the same depth in sampling point 1. Sampling at 46 DASA presented concentration 

values in the sampling point 2 lower than those observed at 5 DASA. 

As observed for soil water content, calibration of HYDRUS 2D/3D inputs improved the 

prediction of Br- concentration within the soil profile and its further distribution with time and 

space.  

Lateral movement of solutes in anisotropic soils with sloped conditions 

One of the main advantages of modelling with HYDRUS 2D/3D is its versatility to 

simulate the solute movement within the soil domain matrix under specific boundary conditions 

with a time progression. Using this approach, it was predicted that Br- moved as a plume 

preferentially along the slope (Figure 3.9). For instance, in the forward model Br- detection in 

the Ap horizon was shown at positions slightly outside the application area during 1 DASA, 

while Br- traces were detected > 50 cm downslope from the application area at 5 DASA. 

Although in the first two evaluations, Br- movement tended to move either parallel to the soil 

surface or towards deeper layers within the soil matrix, at 46 DASA, the direction of the 
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movement was horizontal or even opposite to slope inclination generating an increase in Br- 

concentration at shallower depths reaching values from 0.4 and 0.5 mg cm-3. 

The forward model tended to overestimate solute concentration especially in the farthest 

point down slope of the experimental plot (Figure 3.9), where values calculated were almost 

twice as high as those of the calibrated model. Conversely, the calibrated model presented values 

that better fit field Br- concentrations at 5 and 46 DASA while keeping a similar path for plume 

movement. One day after the solute application, the highest concentration was mostly located in 

the first 10 cm right below the application area. Over time, the plume moved both vertically and 

laterally, but with more intensity in the lateral movement. The calibrated model also predicted a 

resurfacing of Br- traces when the plume was 110 cm away from the application center (Figure 

3.9).  

Discussion 

Sensitivity analysis and model calibration to enhance performance 

Sensitivity analysis has been widely recommended as a valuable tool for hydrology 

modelling during its development, calibration, and further model verification (McCuen 1973). 

However, the complexity of the model and its inputs will determine the selection of a given 

sensitivity analysis methodology (Iooss and Lemaître 2015; Devak and Dhanya 2017). In that 

regard, the modified screening method of Morris (Campolongo et al. 2007; Pujol 2009) is a 

sensitivity analysis with several advantages for models such as HYDRUS 2D/3D.  These include 

lower computational cost for the iterations required in the identification of influential parameters 

and reliability while comparing with other types of inherently more complex sensitivity analysis 

(Brunetti et al. 2018; Urbina et al. 2020). This approach has been successfully used in other 
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modelling studies using HYDRUS (Zhou et al. 2012; Turco et al. 2017; Brunetti et al. 2018) or 

SWAP (Urbina et al. 2020).  

Our results from the Morris sensitivity analysis provided valuable information while 

assessing the main parameters for model calibration using the PEST analysis. This resulted in a 

significant improvement of HYDRUS 2D performance for predicting soil water content 

dynamics and solute transport (Table 3.2), similarly to that mentioned by McCuen (1973) and 

Rogers et al. (1985) for hydrological modelling improvement after the implementation of 

sensitivity analysis. PEST analysis is versatile to use with any possible model because requires 

the initial inputs and the model outputs, avoiding direct changes to the structure of the model or 

the algorithms employed to perform the calculations (Deb et al. 2013; Urbina et al. 2021). 

The role of parameters α, n, and θs (within the van Genuchten’s equation) provide a 

rationale for differential results obtained for soil water content and Br- movement after the model 

calibration with PEST. For instance, the input α describes the air entry potential, while n defines 

the water retention curve shape (Radcliffe and Šimůnek 2010); therefore, the soil water content 

dynamics. In this regard, small variations in both parameters (as observed in Table 3.4) in the 

calibration will not represent a significant change in the retention curve for the horizon assessed 

(Figure S3.2). Conversely, changes in α will produce significant variations into the shape of 

hydraulic conductivity function K(h) (Vogel et al. 2001) and further significant differences in Br- 

concentration calculated with the HYDRUS model. 

The model calibration performed with PEST was considered satisfactory, where the 

parameters α, n, and θs presented narrow uncertainty boundaries.  In addition, the calibrated 

values were among the confidence limits obtained for those fitted from field observations (Table 

3.3), indicating a good estimation by the PEST calibration approach (Urbina et al. 2021).  
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The use of PEST as an external parameter optimization package for HYDRUS has been 

mentioned by Šimůnek et al. (2012b), who indicated its flexibility for choosing the parameters to 

be optimized in addition to the target variable to be used within the objective function. 

Furthermore, there are several studies in which HYDRUS 2D/3D performance significantly 

improved as a result of optimization of parameters using PEST, which they are in agreement 

with our findings for modelling solute transport and soil water content dynamics after model 

calibration (Deb et al. 2013; Matteau et al. 2019; Liu et al. 2021; Urbina et al. 2021). 

Modeling soil water dynamics and solute movement in turfgrass with HYDRUS 2D/3D 

HYDRUS 2D/3D is a powerful tool for understanding soil water dynamics and solute 

fate and movement through the soil profile, covering multiple soil matrix and boundary 

conditions. This software has been tested under a wide range of scales, from laboratory assays to 

field conditions, the latter varying from a few to hundreds of meters (Šimůnek et al. 2012b). 

Monitoring of soil water content through indirect measurements (sensors and dataloggers) has 

contributed to improve simulation accuracy. 

In multiple studies, HYDRUS 2D/3D simulations of temporal changes in soil water 

content have demonstrated to provide high levels of agreement between measured data and 

calculated values, reflected on low values of RMSE, like the one observed for our simulations in 

both soil horizons (McCoy and McCoy 2009; Bufon et al. 2012; Deb et al. 2013; Filipović et al. 

2019; Domínguez-Niño et al. 2020). Furthermore, HYDRUS 2D/3D adequately predicted Br- 

concentration both spatially and temporally within our experimental conditions.  

Despite the existence of studies conducted to assess the use of HYDRUS 2D/3D as a tool 

to understand water and solute dynamics within natural soils or laboratory repacked columns 

(Pang et al. 2000; Boivin et al. 2006; Gärdenäs et al. 2006; de Oliveira et al. 2019; Grecco et al. 
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2019 Varvaris et al. 2021), none of them have been performed within anisotropic soils or 

positioned in sloping conditions. Consequently, the findings obtained in this study may become a 

useful baseline for further studies in soil modelling and pesticide fate, in both agricultural and 

non-agricultural settings.  

HYDRUS 2D/3D can be a valuable tool in turfgrass management to perform simulations 

of soil water dynamics and predict the movement and fate of solutes, such as fertilizers and 

pesticides, under different weather and management scenarios (McCoy and McCoy 2009; 

Gannon et al. 2016). Furthermore, potential simulations to be performed with HYDRUS 2D/3D 

after a proper model calibration would become a cornerstone for assessing off target herbicide 

risk and opportunely implement best management practices.  

For instance, these simulations would allow identification of critical values of soil water 

content or rainfall scenarios where the off-target herbicide movement is more likely to occur. 

Therefore, the monitoring of soil water content and previous assessment of weather data could 

generate decision making tools before the herbicide application (Mahoney et al. 2015), 

minimizing crop and environmental impacts.   

Lateral movement of solutes in slope soils: HYDRUS 2D/3D modelling and applications 

Under sloped conditions, the transport of solutes through soil lateral flow may represent 

an important process in edaphic contamination and solute fate, which magnitude depends on the 

water input amount (rainfall), and the initial and antecedent soil water content (Kim et al. 2005; 

Kahl e al. 2007). In addition, the magnitude and occurrence of anisotropy in soil hydraulic 

properties due to the presence of horizons with contrasting soil texture become crucial factors for 

subsurface lateral flow (McCord et al. 1991; Filipović et al. 2018). Our experimental plot 

exhibited both conditions favoring this subsurface lateral flow.  
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Studies of lateral flow and its modelling with HYDRUS are very scarce. Filipović et al. 

(2018) studied the potential subsurface lateral flow in sloped soils performing simulations with 

HYDRUS 2D to describe this phenomenon and observed relatively small lateral movement of 

tracer under rainstorm events. Even though their results are based on simulations from a “virtual 

experiment”, the authors highlighted the importance of some factors involved in the subsurface 

lateral flow, such as anisotropy within soil horizons, timing and location of the tracer application, 

and presence of extreme rainfall events.  

The Br- movement described in this study, both observed and simulated, provide 

evidence for subsurface lateral flow under slope conditions and anisotropic soil horizons (Table 

3.1) as it was hypothesized by Filipović et al. (2018). However, an unexpected and interesting 

observation was the temporal progression of the simulated Br- distribution, which indicated 

solute flux resurfacing downslope from the application point (Figure 3.9). This behavior could 

be associated with upward solute movement caused by evaporation in the soil surface. For 

instance, when we performed the simulation using the calibrated model but excluded the 

evaporation into the initial conditions, Br- moved mostly downward and without any resurface 

flux at 46 DASA (Figure 3.10). This last result reinforces the role of the evaporation on the 

surfacing flux and solute upward movement, as it has been reported for anionic solutes in soils 

(Mohammed et al. 2000; Jacques et al. 2008) under unsaturated conditions. Consequently, the 

subsurface lateral movement would play a fundamental role in the solute distribution and 

potential accumulation in downslope areas potentially reaching high concentrations at or close to 

the surface that could modify plant growth and integrity. 
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The lateral movement of solutes or pesticides in soil has been a subject of interest in 

turfgrass management. Leon et al. (2016) studied the effect of irrigation to incorporate the 

herbicide and reduce runoff lateral movement of pre-emergence herbicides in sandy soils with 

moderate slope (14%) under simulated storm events. This study highlighted the implications of 

off-target movement of herbicides in turfgrass landscapes, where ponds and creeks, as well as 

ornamental plants and turf species could be negatively affected in this commodity. Therefore, a 

properly calibrated HYDRUS 2D/3D model is a powerful tool for predicting subsurface lateral 

movement to complement information about runoff risk in turfgrass systems with irregular 

topography (e.g., golf courses, lawns, recreational areas) (Dann et al. 2006). Additionally, this 

predictive approach could be coupled with geographical information systems (GIS) to identify 

areas with high risk of pesticide off-target movement and accumulation, allowing the 

optimization of the pesticide use, as reported by Anlauf et al. (2018). 

Conclusions 

The results obtained in the present study corroborated the occurrence of subsurface water 

and solute lateral movement under sloped conditions and within anisotropic soils, as it was 

hypothesized previously in the literature. Simulations performed with HYDRUS 2D/3D allowed 

to visualize this lateral movement accurately.  

Our findings indicate potential for the use of HYDRUS 2D/3D as valuable tool for 

management in turfgrass systems to predict pesticide transport and fate under adverse scenarios 

like rainstorm, as well as the identification of areas with potential pesticide off-target movement 

risk. This will ultimately inform the design and selection of management practices to mitigate 

that risk and prevent negative impacts on the turfgrass and the environment.  
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Further experiments, including pesticides application method in settings with different 

soil and landscape conditions, are recommend to provide more evidence of the lateral movement, 

where other management strategies like the use of biochar and soil water content monitoring 

could be evaluated. 
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Figures 

 

Figure 3.1 Experimental plot establishment in the field (A) and 3D soil profile diagram (B) with 

dimensions, soil horizons depth, and soil moisture sensor locations within the plot at 

Raleigh, NC. Number 1-4 inside the circles represent the unique id of the dataloggers. 

Soil profile colors according with Munsell (2004).  
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Figure 3.2 Air temperature and atmospheric water balance assessed during the tracer experiment in Raleigh, NC. Black arrows 

represent the soil sampling moments. Gray and white background used to contrast consecutive months. Blue arrow represents 

the solute application. 
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Figure 3.3 Finite element grid representing the soil domain assessed to evaluate soil water 

content dynamics and solute lateral movement in Cecil series located at Raleigh, NC. 

Grid contains 8147 triangular elements and 4202 nodes. Red dots correspond to FDR 

sensors and dark red ovals correspond to the soil sampling points. 
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Figure 3.4 Bromide distribution along the surface of experimental plot assessed for three soil 

depths at two different sampling times in Raleigh, NC. Bromide values (mg Kg-1) were 

obtained from soil samples from the field. Numbers in x and y axis represent the 

coordinates within the plot. White circle located in the center of the plot represents the 

solute application area. Red arrows show the main slope direction.  
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Figure 3.5 Morris one-factor at time sensitivity analysis performed for modelling soil water content (cm3 cm-3) with HYDRUS 2D/3D 

for three observation points in Raleigh, NC. Tagged red and white dots in bold font are described respectively as the highly 

influential and influential parameters according with Lammoglia et al. (2017). Subscripts 1 and 2 represent parameters were 

measured in the Ap and Bt, respectively. 
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Figure 3.6 Morris one-factor at time sensitivity analysis performed for modelling bromide concentration (mg cm-3) with HYDRUS 

2D/3D for six different observation nodes in Raleigh, NC. Tagged red and white dots in bold font are described respectively as 

the highly influential and influential parameters according with Lammoglia et al. (2017). Subscripts 1 and 2 represent 

parameters were measured in the Ap and Bt, respectively. 
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Figure 3.7 Measured and calibrated daily time series of soil volumetric water content assessed during period of 80 days at Raleigh, 

NC.  
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Figure 3.8 Bromide distribution along soil depth assessed for three sampling points in the experimental plot at two sampling times in 

Raleigh, NC. Bromide values were obtained from soil samples from the field (measured), simulated with HYDRUS 2D/3D 

with the initial model parameters (calculated), and simulated with HYDRUS 2D/3D after calibration (calibrated). Sampling 

times were conducted 5 and 46 days after solute application (DASA).   
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Figure 3. 9 Simulations for Br- distribution and movement within soil domain during three different dates at Raleigh, NC. Simulations 

were conducted at 1, 5 and 46 days after solute application (DASA). Br- values were simulated with HYDRUS 2D/3D with the 

initial model parameters (calculated), and after calibration (calibrated). Units for axis x and y in the soil domain are cm. Light 

blue bar above the soil surface indicates the solute application area. Color scale bar units for Br-are in mg cm-3.
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Figure 3.10 Simulations for Br- distribution and movement within soil domain during three 

different dates at Raleigh, NC. Simulations were conducted at 1, 5 and 46 days after 

solute application (DASA). Br- values were simulated with HYDRUS 2D/3D after 

calibration assuming no evaporation. Units for axis x and y in the soil domain are cm. 

Light blue bar above the soil surface indicates the solute application area. Color scale bar 

units for Br-are in mg cm-3. 
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Tables 

Table 3.1 Soil physical properties assessed for Cecil series in the experimental plot in Raleigh, NC. 

 

  

Horizon   Depth   
Ks

* 

 (cm h-1)  
  

Bulk density* 

 (g cm-3) 
  

Porosity* 

(cm3 cm-3) 
  

Sand 

(%) 
  

Silt 

(%) 
  

Clay 

(%) 
  

α   n   ϴs   ϴr 

              
  

      
  

                  
  

              

Ap  0-18  36.32 ± 4.48  1.20 ± 0.04  0.55 ± 0.01  91  5  4  0.006  1.460  0.47  0.08 

                             

Bt  18-60  3.28 ± 1.25  1.32 ± 0.03  0.50 ± 0.01  21  11  68  0.015  1.085  0.46  0.27 

                              

* Average values ± standard error (n= 6). 
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Table 3.2 HYDRUS 2D/3D parameters and range values assessed in the sensitivity analysis. 

Horizon  Parameter   Min   Max   Units 

                  

    θs   0.420   0.520   cm3cm-3 

Ap   α   0.002   0.013   cm-1 

    n   1.150   1.770   * 

    Ks   764.160   979.200   cm day-1 

    Dl   5.000   20.000   cm 

                  

    θs   0.440   0.480   cm3cm-3 

    α   0.008   0.037   cm-1 

Bt   n   1.060   1.110   * 

    Ks   48.720   108.720   cm day-1 

    Dl   5.000   20.000   cm 

                  

All   𝜗   0.250   0.750   * 

                  

* Unitless 
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Table 3.3 Overall statistical parameters to assess overall model performance (before and after calibration) while predicting soil water 

content and bromide concentration with HYDRUS 2D/3D. 

Predicting variable   Statistical parameter*   Forward model   Calibrated model 

              

    RMSE   0.030   0.027 

Soil water content (cm3 cm-3)    d   0.941   0.951 

    NSE   0.802   0.838 

              

              

              

    RMSE   0.453   0.389 

Bromide concentration (mg cm-3)   d   0.247   0.576 

    NSE   -0.030   0.228 

              

* RMSE: Root mean square error; d: Willmott agreement index; NSE: Nash – Sutcliffe efficiency. 
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Table 3.4 Initial and calibrated parameters used in HYDRUS 2D/3D for modelling soil water content and subsurface lateral 

movement of solutes in Raleigh, NC. 

Horizon  Parameter  Transformation  Initial 

value 
 Lower 

limit* 
 Upper 

limit* 
 Calibrated 

value 
 Lower 

limit* 
 Upper 

limit* 

                                  

    θs   Fixed   0.470   **   **   0.470   **   ** 

Ap   α   log   0.006   0.002   0.127   0.012   0.009   0.016 

    n   log   1.460   1.010   1.770   1.288   1.266   1.311 

    Ks   Fixed   871.680   **   **   871.680   **   ** 

    Dl   Fixed   5.000   **   **   5.000   **   ** 

                                  

    θs   log   0.460   0.340   0.580   0.450   0.441   0.460 

    α   log   0.015   0.002   0.077   0.020   0.014   0.026 

Bt   n   log   1.090   1.010   1.110   1.064   1.051   1.077 

    Ks   Fixed   78.720   **   **   78.720   **   ** 

    Dl   Fixed   5.000   
**   ** 

  5.000   **   ** 

                                  

All   𝜗   Fixed   0.500   **   **   0.500   **   ** 

                                  

* 95% percent confidence limits 

** Parameters were not included into the calibration process due the results obtained in the Morris sensitivity analysis (Figs. 1 and 2).  
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Figure S3.1 Measured, calculated, and calibrated daily time series of soil volumetric water content assessed during period of 80 days 

at Lake Wheeler, NC. RMSE values correspond to calculated (in gray) and calibrated (in red). 
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Figure S3.2 Soil hydraulic properties estimated using the van Genuchten parameters after calibration (calibrated) and without 

calibration (calculated) for the soil horizons assessed.
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Abstract 

Carinata (Brassica carinata A. Braun) has become a promising alternative crop for 

biofuel production in the Southeastern USA. However, there are concerns of carryover issues 

caused by soil persistent herbicides used in rotational crops and to which carinata is susceptible. 

The present study evaluated the potential carryover risk for carinata of imazapic and 

flumioxazin. Field trials were established in two different sites (Clayton and Jackson Springs) in 

North Carolina, USA. Applications were conducted to bare soil using the recommended label 

rate of imazapic (70 g ai ha-1) and flumioxazin (107 g ai ha-1) at 24, 18, 12, 6 and 3 months 

before carinata planting (MBP). Additionally, those same herbicides were applied in 

preemergence (PRE) right after carinata planting at 1X, 0.5X, 0.25X, 0.125X and 0.063X of the 

label rate. A non-treated control was included for comparison. In addition, undisturbed soil cores 

were taken for further herbicide residue analysis and greenhouse bioassay. No differences with 

the nontreated control were observed for plant density when applications for both herbicides 

were done over 3 months before planting, regardless the site. Plant damage observed in carinata 

was less than 25% when flumioxazin or imazapic were applied at least 6 MBP in a sandy loam, 

while in a coarser textured soil this value changed to 12 MBP. In addition, it was observed that 

the application of 0.063X of either herbicide in preemergence was enough to produce a decrease 

of 40% in plant density and damage values higher than 25%. Quantification of herbicide residues 

in soils showed that imazapic moved deeper in the soil profile than flumioxazin. This behavior 

was more evident in Jackson Springs, where imazapic was detected between 15 and 20 cm depth. 

In addition, it was estimated that to cause a minimum of 25 % plant damage in carinata, 

threshold values for herbicide concentration in soils of 7.78 and 6.90 ng g-1 (for imazapic and 

flumioxazin, respectively) should be detected.    
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Introduction 

Weed presence in cropping systems and its corresponding management is one of the main 

challenges for a productive and profitable agriculture (Bridges 1994), and herbicides have 

become the most common and widely used tool to address these problems in the United States of 

America (USA), mostly because of their effectiveness and implementation ease. However, its 

misuse has resulted in other economic and ecological issues such as herbicide resistance 

evolution (Heap 2014). Also, the persistence of herbicide residues in soil and potential carryover 

(Hollaway et al. 2003; Palhano et al. 2018) could result in plant toxicity and significant 

economic losses (Rector et al. 2020), especially when considering the establishment of non-

traditional or alternative crops.  

Carinata (Brassica carinata A. Braun) has become an attractive winter rotational crop for 

the Southeastern region of the USA due to its potential uses for livestock feed and large-scale 

biofuel production (Mulvaney et al. 2019; Kumar et al. 2020). This crop presents desirable 

agronomic characteristics such as abiotic stress tolerance, plant pathogens and seed shattering 

resistance (Kumar et al. 1984; Rakow and Getinet 1997; Yang et al. 2010; Zanetti et al. 2013; 

Raman et al. 2017). In addition, comparing other seed-oil species used in industry, carinata seeds 

present higher quantities of long-chain fatty acids (e.g., erucic acid), preferred to generate high-

energy fuels with less energy inputs (Mulvaney et al. 2019; Kumar et al. 2020). 

Carinata was originally cultivated in Northeast Africa and recently introduced into other 

countries including Canada (Rakow and Getinet 1997), Australia and New Zealand (Rahman et 

al. 2018), Italy (Cardone et al. 2003), Spain (Gasol et al. 2007; Martínez-Lozano et al. 2009), and 

India (Thakur et al. 2019).  
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Due to its recent introduction as a rotational winter crop in the USA, there is limited 

information about the agronomic practices needed to attain high yields sustainably (Mulvaney et 

al. 2019). Specifically, there are few reports about weed control and carinata tolerance to 

herbicides (Leon et al. 2017; Ethridge et al. 2021). 

Currently, in the southeastern USA, crop rotations include soybean (Glycine max L. 

Merr.), peanut (Arachis hypogaea L.), or cotton (Gossypium hirsutum L.) grown from Spring to 

Fall (Johnson et al. 2001). In these rotational systems, the use of preemergent herbicides 

imazapic (ALS inhibitor family) and flumioxazin (PPO inhibitor family) has been widely 

implemented for effective control of dicotyledonous species and to ensure target crop yields 

(Ferrell and Vencill 2003; Matocha et al. 2003; Berger et al. 2012). Nevertheless, their soil 

persistence and further adverse effects in crop establishment are of concern to growers. For 

instance, plant injury and yield reduction have been reported for cotton due to imazapic 

carryover after peanut (York et al. 2000). In addition, this carryover effect of imazapic and 

flumioxazin has been reported for winter cover crops planted after peanut-cotton rotation (Price 

et al. 2020) and those reports agree with anecdotal information from growers, who have observed 

uneven carinata stands and plant damage at later stages of the winter growing season (e.g., plant 

stunting, chlorosis, flower abortion). Despite those reports and concerns, there are no studies 

about herbicide carryover effects and their impact on carinata. Therefore, the present study was 

conducted to address three objectives to: 1) study the potential carryover risk of two residual 

herbicides (imazapic and flumioxazin) widely used in crop rotations in the southeastern USA on 

carinata establishment, 2) characterize their movement and behavior within the soil, and 3) relate 

soil herbicide concentration with carinata planting and establishment safety. 
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Materials and Methods 

Field experiments 

Field experiments were conducted between 2017 and 2019 at the Central Crop Research 

Station in Clayton, North Carolina, USA (35.670°N, 78.490° W) and the Sandhills Research 

Station in Jackson Springs, North Carolina, USA (35.186° N, 79.669°W). Soils series were 

Norfolk loamy sand (fine-loamy, kaolinitic, thermic Typic Kandiudults) and Candor sand (sandy, 

kaolinitic, thermic Grossarenic Kandiudults), respectively. 

Risk of B. carinata injury due to carry over was studied for imazapic (Cadre®; BASF 

Co., Research Triangle Park, NC) and flumioxazin (Valor® SX; Valent U.S.A Co., Walnut 

Creek, CA). Imazapic was applied to bare ground at 70 g ai ha-1 and flumioxazin at 107 g ai ha-1 

at 24, 18, 12, 6 and 3 months before B. carinata planting. In addition, those herbicides were 

applied at planting time at 1X (respectively 70 and 107 g ai ha-1), 0.5X, 0.25X, 0.125X and 

0.068X. Herbicides were applied using a CO2 pressurized backpack sprayer flat-fan spray 

nozzles (XR; TeeJet®, XR11002VS, Spraying Systems Co., Wheaton, IL). This equipment was 

calibrated to deliver 187 L ha-1 of solution at 214 kPa of pressure. A non-treated control was 

included for comparison.  

Each individual treatment mentioned above was applied to four plots (9 m2 each), 

randomly distributed in the field. The plots were planted with 100 seeds of B. carinata var 

“Avanza 641” along a 1.0 m long furrow in the middle of the plot. Stand counts were performed 

one, two and three and half months after planting to evaluate the effect of the herbicides on crop 

emergence and survival. 

One week after planting, two undisturbed soil cores (4.45 cm diameter and 121.9 cm 

length) were taken from each plot and inserted in clear polyethylene sleeves using a hydraulic 
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probe equipped with a cutting head (Giddings Machine Company, Windsor, CO) installed on a 

Polaris Ranger (Polaris, Roseau, MN). Soil cores were split into two groups: 1) cores for the 

greenhouse bioassay and 2) cores for residue analysis. Both groups were stored separately at -12° 

C. 

Greenhouse bioassay  

One hundred and two days after collection, soil cores from the first group were 

transferred to the greenhouse and placed horizontally and fixed to a specially designed bench to 

avoid rolling. A 2 cm wide opening was carefully cut along the sleeve without disturbing the 

soil. A 0.5 cm depth furrow was dug into the exposed soil, and B. carinata seeds were planted 

every 2 cm, starting from 0 cm depth to the end of the core. Soil cores were irrigated three times 

per day to maintain soil moisture at favorable levels for seed germination and plant growth. 

Daily mean temperature in the greenhouse was 24° C, ranging from 19° C to 29° C. 

Plant injury due to herbicide residues was evaluated 45 days after planting. Three 

variables were used: 1) closest distance from the soil surface in which injury was observed, 2) 

farthest distance from the soil surface in which injury was observed, and 3) visual estimated 

plant injury in the region between points 1 and 2 with 0% = no damage, 100% = deformed, 

missing or death plant. 

Soil samples preparation 

Soil cores from the second group were moved to a lab bench and let to thaw for 8 h. 

These soil cores were horizontally dissected into 4 segments: 0 to 5 cm, 5 to 10 cm, 10 to 15, and 

15 to 20 cm soil depths. Segmenting equipment (paddy knives) was decontaminated every time 

used with an ammonia: water (2:1 vol vol-1) solution and dried with disposable towel paper to 

avoid residue cross contamination.  
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These soil segments were placed into labelled Ziploc bags and stored at -12° C until 

sample homogenization, which was carried out by adding 200 g pulverized dry ice and passing 

them through a soil grinder SA-45 with a 2.0 mm sieve screen (Global Gilson, Lewis Center, 

OH). 

Herbicide residue analysis  

Flumioxazin was extracted from corresponding samples combining 20 g of processed soil 

with 25 mL of acetonitrile (Optima® LC/MS, Fisher Chemical, Fair Lawn, NJ) in high-density 

polyethylene conic containers (225 mL). These containers were shaken for 45 minutes at 200 

rpm in a KS501 digital orbital laboratory shaker (IKA Works Inc., Wilmington, NC) and further 

centrifuged for 10 minutes at 3500 rpm using an Allegra 6KR centrifuge (Beckman Coulter Inc., 

Indianapolis, IN). A 10 mL aliquot of supernatant was collected for each soil sample, and 1 mL 

of this aliquot was filtered with a 0.45 µm PTFE membrane (VWR International, Radnor, PA), 

and further analyzed through high performance liquid chromatography–mass spectrometry 

methodology (Agilent-6120 Infinity; Agilent Technologies, Inc., Wilmington, DE) coupled with 

a rapid resolution high-definition column (Agilent ZORBAX RRHD SB-C18; Agilent 

Technologies, Inc., Wilmington, DE). For imazapic extraction, the same protocol was 

implemented, but using 25 mL of methanol (Optima® LC/MS, Fisher Chemical, Fair Lawn, NJ) 

instead of acetonitrile. 

The corresponding analyte concentrations were quantified using peak area measurements 

(OpenLAB CDS ChemStation, version C.01.04; Agilent Technologies Inc., Wilmington, DE). 

For both herbicides, the limit of quantification was 1.25 ng mL–1, and the limit of detection was 

0.625 ng mL–1. Fortification recovery control of imazapic for soil samples ranged from 89 to 
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103% for Jackson Springs, and from 93 to 99% for Clayton. Meanwhile, the recovery controls of 

flumioxazin varied from 90 to 103% for Jackson Springs, and from 84 to 95% for Clayton.  

In addition, 20 g of soil were taken from each processed sample to estimate gravimetric 

soil moisture content (g g-1) following Topp and Ferré (2002) procedures, aiming to calculate the 

soil solids mass in the samples, and correct the final pesticide residue concentration to soil dry 

mass basis.  

Experimental design and statistical analysis  

For the herbicide residues assessed in the soils samples, a factorial analysis of variance 

(ANOVA) was performed using PROC GLIMMIX, where location (L), herbicide (H), time of 

application before planting (MBP), soil depth (SD) and their corresponding interactions were 

considered fixed effects, while block was set up as random. Means were separated using 

Bonferroni-Test (p ≤ 0.05). 

The field study and the greenhouse bioassay were conducted as a randomized complete 

block designs with four replications in both locations. Results were analyzed separately by the 

two main components of the study: the herbicide carryover risk treatments and increasing 

fractions to the recommended rate (1X) at planting. For the carryover experiment, a factorial 

analysis of variance (ANOVA) was performed using PROC GLIMMIX, where location (L), 

herbicides (H), time of application (T), and their corresponding interactions were considered 

fixed effects, while block was random. Treatments were compared to the nontreated control 

using Dunnett-Test (p ≤ 0.05).  

For the increasing fractions to the recommended rate (1X) at planting, a factorial analysis 

of variance (ANOVA) was performed using PROC GLIMMIX, where location (L), herbicide 

(H), and increasing fractions to the recommended rate (1X) at planting (D), and their 
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corresponding interactions were considered fixed effects, while block was set up as random. 

Treatments were compared to the nontreated control using Dunnett-Test (p ≤ 0.05). Data were 

analyzed with Statistical Analysis Systems (SAS), version 9.4, Cary, NC 27513. 

Nonlinear regression models were fit for the main component time of application (T) 

under field and greenhouse conditions. For the herbicide carryover risk treatments, plant density 

in the field and plant damage in the greenhouse bioassay were selected as dependent variables (y) 

and the herbicide time application before planting (MBP) as the independent variable (x). For the 

herbicide increasing fractions, the same dependent variables were used, but in this case the 

independent variable (x) corresponded to the incremental fractions to reach the recommended 

doses (1X).  

In addition, plant damage and plant density data were grouped by herbicide with their 

corresponding recovered concentration (ng of herbicide g of soil-1). Nonlinear regression models 

were fit to describe the behavior of plant damage or plant density as dependent variable (y) due 

changes in the soil herbicide concentration (ng g-1) as independent variable (x). From these 

models, herbicide concentration threshold values were established for a 25% plant damage and 

25% decrease in plant density for carinata. This percent was arbitrarily chosen because it is 

within the range of tolerable density reductions without impacting yield (Mulvaney et al. 2019) 

and plants suffering 25% damage tend to recover to levels similar to the nontreated (Leon et al. 

2017). 

All regression models were fitted using the package easynls in R Studio R version 4.0.4 

(2021-02-15) “Lost Library Book” (R Studio Team 2015), and further optimized using PROC 

NLIN in SAS.  
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Results 

Total herbicide recovery from soils for imazapic and flumioxazin 

When imazapic or flumioxazin were applied at 12 and 18 MBP, recovered herbicide 

amounts from both location soils were < 2% of the corresponding total applied (i.e., the herbicide 

recommended doses 1X). As the application interval decreased to 6 and 3 MBP, the recovery 

values in the soil profile increased for both herbicides, and vertical movement was observed with 

imazapic reaching deeper layers within the soil than flumioxazin at 3 and 6 MBP (Table 4.1). 

This vertical movement was more evident in the sandy soil from Jackson Springs, where 

imazapic was detected between 15 and 20 cm depth, and recovered amounts were 7.96 ± 2.12 % 

and 3.61 ± 0.67 %, for 3 and 6 MBP, respectively (Table 4.1). Conversely, flumioxazin 

remained in the top 5 cm of soil, with a small movement down to 10 cm depth as observed for 3 

and 6 MBP in both locations. In the loamy sand at Clayton, flumioxazin residues at 5 - 10 cm 

soil depth were 2.08 ± 0.81% 3 MBP and 3.05 ± 0.39 % 6 MBP. Meanwhile flumioxazin 

recovery in Jackson Springs ranged from 3.90 ± 0.43 % to 2.14 ± 0.59% for 3 and 6 MBP, 

respectively (Table 4.1).  

Carryover herbicide effects on B. carinata under field and greenhouse conditions  

The carryover of imazapic and flumioxazin on carinata reduced plant density under field 

conditions but only in a few treatments (Figure 4.1). Carinata exhibited self-thinning evidenced 

as a marked reduction in plant density during the three evaluation dates even in the nontreated 

control. This reduction was more evident in Clayton, where plant density was less than 40 plants 

m-1 for both herbicides after 103 days after planting (DAP). 

Flumioxazin applied 0 MBP in both Clayton and Jackson Springs (assessed 30 DAP) 

presented the lowest plant density, 0.33 ± 0.33 and 8 ± 6.11 plants m-1, respectively, which were 
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considerably lower than the corresponding nontreated control (62.25 ± 5.80 plants m-1 in Clayton 

and 67.75 ± 7.13 plants m-1 in Jackson Springs; Dunnett test p < 0.0001). Interestingly, 27 days 

later (57 DAP), it was observed that imazapic presented the same behavior as flumioxazin in 

both locations. Thus, both herbicides applied at 0 MBP exhibited the lowest carinata density 

(Figure 4.1) after two months with values < 5.00 plants m-1 (both Jackson Springs and Clayton) 

for flumioxazin, and 8.00 ± 4.35 and 6.66 ± 2.72 plants m-1 (Jackson Springs and Clayton, 

respectively) for imazapic. Those crop densities represented considerable reductions compared 

with their respective nontreated controls (53.25 ± 3.04 plants m-1 in Clayton and 54.25 ± 6.53 

plants m-1 in Jackson Springs; Dunnett test p < 0.0001). Also, it was observed that when 

imazapic or flumioxazin were applied 3 MBP or at longer intervals, plant density values did not 

differ from the nontreated control, regardless of location (Figure 4.1). 

In addition to plant density, herbicide carryover effects on carinata injury were also 

assessed under greenhouse conditions (Figure 4.2). The highest values for plant damage were 

observed for both herbicides when they were applied at 0 MBP, regardless of location. In 

Clayton, imazapic and flumioxazin caused 48 ± 4 % and 31 ± 6 % damage, respectively. 

Meanwhile, in Jackson Springs for these same herbicides damage assessed for 0 MBP was 59 ± 

10 % and 60 ± 13 %, respectively (Figure 4.2). 

Plant damage decreased with the increment in the time interval between application and 

planting for both herbicides and location. This behavior was described using quadratic plateau 

regression models, which R2 ranged from 0.40 to 0.58 for flumioxazin, and 0.50 to 0.64 for 

imazapic (Table 4.2). Our results allowed identifying critical preplant intervals for application, 

so carinata would not be negatively affected by herbicide residues. For example, carinata density 

remained high and stable when the herbicides assessed were applied > 6 MBP, in both locations 
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(Figure 4.2). In Clayton, the preplant interval to avoid a 25 % damage by imazapic or 

flumioxazin was 6 MBP, while in Jackson Springs it was 12 MBP (Figure 4.2).  

Preemergence herbicide doses effects on B. carinata under field and greenhouse conditions 

Except for imazapic assessed 30 DAP in both locations, there was a decrease in carinata 

density as herbicide dose increased for both herbicides (Figure 4.3). Unlike flumioxazin, 

imazapic effect on plant density was evident only until 57 DAP in both locations, clearly 

showing that imazapic effect on carinata plants is slower than that of flumioxazin. This 

decreasing trend in plant density in response to herbicide dose was best described with quadratic 

plateau regression models, with R2 ranging from 0.80 to 0.90 for flumioxazin, and 0.52 to 0.78 

for imazapic (Table 4.3). These regression models included the critical inflection point 

indicating the dose above which, plant density reached a maximum and did not change with 

further increases in herbicide dose. For instance, in Jackson Springs at 57 DAP, the critical doses 

for imazapic and flumioxazin were 48.3 g ai ha-1 (0.69X) and 21.4 g ai ha-1 (0.20X), respectively. 

The critical values in Clayton were 14.7 g ai ha-1 (0.21X) and 18.19 g ai ha-1 (0.17X) for 

imazapic and flumioxazin, respectively at this same evaluation date (Figure 4.3). However, even 

at the lowest evaluated dose (6.68 and 4.38 g ai ha-1 for imazapic and imazapic, respectively), 

both herbicides caused 50 - 60% reductions in plant density compared with the nontreated 

control (Figure 4.3). 

Carinata damage increased exponentially as dose increased for both herbicides (Figure 

4.4) until reaching a point in which further increments did not change damage. Regression 

models fitted to describe this pattern presented R2 values from 0.69 to 0.36 for imazapic, and for 

flumioxazin from 0.57 to 0.36 (Table 4.4). Herbicide dose to reach an arbitrary threshold of 25 

% damage were 5.25 and 6.30 g ai ha-1 (0.075X and 0.09X) for imazapic in Clayton and Jackson 
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Springs, respectively. Meanwhile, for flumioxazin the thresholds were 5.35 and 10.70 g ai ha-1 

(0.05X and 0.10X) for Clayton and Jackson Springs, respectively (Figure 4.4). 

Herbicide residue levels for injury and survival thresholds in B. carinata 

As concentration of herbicide residues recovered from the soil (ng g-1) increased, there 

was a corresponding increase in plant damage for both imazapic and flumioxazin (Figure 4.5). 

Regression models fitted to describe this pattern in plant damage presented R2 values of 0.42 and 

0.35 for imazapic and flumioxazin, respectively. Using these models, it was estimated that the 

minimum value concentration to cause 25 % plant damage was 7.78 and 6.90 ng g-1 for imazapic 

and flumioxazin, respectively.  

This same approach was performed to identify herbicide concentration thresholds that 

would decrease carinata density by 25 % compared with the nontreated control. The 

corresponding regression models fitted to describe this decrease in plant density, presented R2 

values of 0.36 and 0.39 for imazapic and flumioxazin, respectively (Figure 4.6). For 

flumioxazin, it was estimated that at 12.7 ng g-1, the plant density will drop from 43 to 33 plant 

m-1 (corresponding to 25% decrease in plant density). Meanwhile, this threshold corresponded to 

14.7 ng g-1 for imazapic (Fig 4.6). 

Discussion 

Imazapic and flumioxazin movement and behavior in soils 

The herbicides from the imidazolinone family are very persistent in the soil and under 

optimum conditions they can remain in the soil for extended periods ranging from 371 to 705 

days after application (Marchesan et al. 2010). Imazapic has been described as a highly persistent 

herbicide in soils, with slow rates of degradation and minimal volatilization (Aichele and Penner 

2005; Ulbrich et al. 2005).  
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Furthermore, the soil adsorption affinity (expressed as Kd) for imazapic ranged from 0.23 

to 0.10 in soils with textural classes ranging from clay to loamy sand (Goldwasser et al. 2021). In 

weathered soils from Brazil (Ultisols and Oxisols), reported Kd for imazapic was 0.25 to 0.052 

for sandy clay loam and loamy sand, respectively (de Assis et al. 2021). These low Kd values 

added to high solubility (2150 mg L-1) make possible imazapic downward movement into the 

soil profile deeper than flumioxazin, especially under coarse-textured soils with low organic 

matter content (Neto et al. 2017; de Assis et al. 2021), as observed in our results of herbicide 

recovery from soils in Jackson Springs (sand textured soil). Conversely, flumioxazin has higher 

adsorption affinity when compared with imazapic. For instance, Kd values of 3.8 to 0.4 have 

been reported for soils with textural classes ranging from sandy clay loam to loamy sand (Ferrell 

and Vencill 2003). In addition, flumioxazin presents lower mobility within the soil, with a 

tendency to remain in the first 5 cm within the soil surface (Chen et al. 2021). Furthermore, its 

persistence in the soil is considerably lower than that reported for imazapic (Ferrell and Vencill 

2003; Alister et al 2008). Flumioxazin degradation rate is affected by temperature, soil moisture 

and organic matter (OM), influencing microorganism activity, which is critical for the stability of 

this herbicide in the soil (Ferrell and Vencill 2003; Chen et al. 2021). As microbial activity 

increases, flumioxazin’s half-life and persistence decrease. 

Herbicide carryover risk, soil residues and further implications for carinata  

Carinata crop stands under field conditions exhibited a decreasing trend during the three 

evaluations performed after planting. This behavior has been previously described for this plant 

species as “self-thinning” due to intraspecific competition among the emerged plants (Mulvaney 

et al. 2019; Seepaul et al. 2021). Reductions in population density are not necessarily a major 

problem for production because carinata has a high degree of compensatory ability to deal with 
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changes in density by modifying the level of branching of the plant. Thus, maximum yield can be 

achieved under a variety of plant densities (Seepaul et al. 2021). High densities will have more 

plants with less branching and inflorescences, while low densities will exhibit fewer plants with 

abundant branching and reproductive structures. Therefore, as long as growers use high planting 

densities, yield goals can still be achieved even if there is some level of reduction in carinata 

crop stand resulting from herbicide carryover. However, it is the combined effect of herbicides 

on plant density and plant damage, what represents the highest risk to production as observed for 

imazapic in other rotational crops in southeastern U.S. (York et al. 2000) and Brazil (Ulbrich et 

al. 2005). Imazapic residues its corresponding concentration thresholds for plant damage and 

reduction in plant density in the present study were similar to those reported in the literature for 

yield reductions in cotton with other herbicides of the imidazolinone family such as imazaquin 

(Barnes et al. 1989). 

These results have implications for carinata crop management. For instance, if carinata is 

planted at a low density, although there might be good crop establishment early on, negative 

effects on plant growth can occur later during the growing season. This scenario is likely to 

occur due to: 1) the persistence and mobility reported for the ALS-inhibitor herbicide family 

(Marchesan et al. 2010; de Assis et al. 2021), 2) subsequent root growth and interception of the 

metabolite at deeper soil positions (Souza et al. 2020), and 3) the slow rate of the mechanism of 

action which must first deplete amino acid seed reserves before symptoms of herbicide toxicity 

affect the plant (Webster and Masson 2001). This might explain why, unlike flumioxazin, 

reductions in plant density due imazapic were not observed at 30 DAP but at 57 DAP. 

Flumioxazin is a protoporphyrinogen oxidase (PPO) inhibiting preemergence herbicide. 

This mechanism of action is the result of the inhibition of the enzyme responsible for 
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protoporphyrin (Proto) synthesis, leading to an uncontrolled accumulation of Proto and further 

blocking synthesis of chlorophylls and heme (Duke et al. 1991). Because this pathway involves 

photodynamic compounds, this herbicide effect is more likely to occur during the first 3 weeks 

after the application (Leon et al. 2017; Glaspie et al. 2021), which was faster than that observed 

for imazapic when applied into the same soils and at the same doses (Figure 4.3). 

Practical considerations for imazapic and flumioxazin use in carinata cropping systems 

Some practical implications that can be taken from our results are the consideration of 

divergent behavior, persistence, and mobility of imazapic and flumioxazin when assessing plant 

damage and carryover effects on carinata. For instance, if a bioassay is intended to determine if 

the residues of imidazolinone herbicides are low enough to ensure safe carinata planting, it is 

crucial to consider soil properties and sampling depth (Horowitz 1976; Winton and Weber 1996). 

For example, if imazapic was applied previously in a sandy soil, planting bioindicators and 

determining safety just based on the number of emerged seedlings could be misleading because 

of the vertical movement of this herbicide in the soil. A better approach would be to collect soils 

from different depths and running the bioassay with those different soil depths. 

Imazapic and flumioxazin are registered for preemergence control of dicotyledoneous 

weed species in soybean, peanut, and cotton, and their use in the southeastern U.S. has been both 

extensive and intensive (Ferrell and Vencill 2003; Matocha et al. 2003; Berger et al. 2012). 

Therefore, if carinata is incorporated as a winter crop to an existing peanut–cotton rotation, 

selection of the appropriate preemergence herbicide will be critical to avoid herbicide carryover 

issues as those described in the present study. For instance, the risk of carinata damage and 

reductions in plant density would be lower if flumioxazin was employed as the preemergence 

herbicide during the peanut or cotton cycle in the previous spring-summer season. This type of 
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rotational consideration has been used to ensure the safety other Brassicaceae species. For 

example, daikon radish (Raphanus sativus L.) planted as a cover crop was affected by residual 

herbicides in peanut-cotton rotations, but imazapic reduced plant height more than flumioxazin 

(Price et al. 2020).  

Soil properties should be also considered when selecting the proper herbicides as part of a 

well-designed crop rotation. For example, flumioxazin persistence in soil is highly dependent on 

OM and water content, which are directly involved in the microbial-mediated degradation of this 

herbicide (Chen et al. 2021; Glaspie et al. 2021). In addition, soil texture plays a role on sorption 

to soil particles and herbicide bioavailability. As the clay fraction increases, the herbicide binds 

to clay, and its availability for microbial decomposition and mineralization decreases. Therefore, 

there will be considerable differences among sandy clay loam, loam, and sandy loam soils for 

flumioxazin persistence (Ferrell and Vencill 2003). Conversely, a loamy sand or sandy soil with 

low OM content will propitiate suitable conditions for persistence of imidazolinone herbicides 

such as imazapic (Marchesan et al. 2010).  

Therefore, when planning to grow carinata as a winter crop after rotational cotton or 

peanut, it is important to address both soil physical-chemical properties as well as herbicide 

behavior in soil. Our results provide a baseline for residue levels and application intervals that 

can be used to determine the risk to carinata of flumioxazin and imazapic carryover in sand or 

loamy sand textured soils. We encourage to extend this approach to areas with finer textured 

soils (loam, silty loam, clay loam) and further research development. It is important to caution 

that the present study focused on carinata seedling establishment. It will be necessary to confirm 

the safety of residue levels identified here during the entire growing season to make sure that 

yield is not adversely affected. 
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Conclusions 

Carinata has been recently introduced as an alternative winter crop in the southeastern 

USA show promise to diversify crop rotations. However, concerns among growers about the risk 

of carryover of commonly used residual herbicides have hampered the adoption of this crop. 

In sand and loamy sand soils, imazapic was more persistent and moved to deeper layers 

within the soil representing a risk to carinata plants even when applied 6 MBP or at shorter 

intervals. Our results suggested that carinata can be planted safely if either imazapic or 

flumioxazin were applied at a 12 MBP interval or longer. When a peanut–cotton rotation 

incorporates carinata as winter crop, special caution must be taken to identify edaphic conditions 

as well as preemergence herbicide selection to avoid herbicide carryover and damage to carinata. 

Based on our results, the use of flumioxazin as a preemergence herbicide in the preceding 

summer crop is a better alternative than imazapic to ensure carinata safety. Although, fields 

should be safe to grow carinata after 12 months of imazapic treatment. 
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Tables 

Table 4.1 Effect of the herbicide application interval before carinata planting on total recovery of two herbicides in soils from two 

locations of North Carolina. 

Location   Herbicide    Depth (cm)    Recovery of the total applied (%)* 

            0 MBP†  3 MBP  6 MBP  12 MBP  18 MBP 

                                        

    
  0 – 5  79.34 B‡  4.15 HI  1.77 I  0.00 I  0.00 I 

    
Flumioxazin 

 5 – 10  0.00 I  2.08 I  3.05 HI  0.03 I  0.00 I 

    
 10 – 15  0.00 I  0.00 I  0.01 I  0.00 I  0.00 I 

    
  15 – 20  0.00 I  0.00 I  0.00 I  0.00 I  0.00 I 

Clayton   
                  

    
  0 – 5  93.72 A  23.86 E  8.74 GHI  0.46 I  0.00 I 

    
Imazapic 

 5 – 10  1.81 I  32.86 D  11.50 FGH  1.88 I  0.00 I 

    
 10 – 15  0.00 I  0.70 I  1.65 I  1.15 I  0.28 I 

    
  15 – 20  0.00 I  0.00 I  0.00 I  0.13 I  0.00 I 

    
                  

    
  0 – 5  57.67 C  4.10 HI  2.28 I  0.00 I  0.00 I 

    
Flumioxazin 

 5 – 10  19.71 EF  3.90 HI  2.14 I  0.05 I  0.00 I 

    
 10 – 15  0.00 I  0.17 I  0.05 I  0.00 I  0.00 I 

    
  15 – 20  0.00 I  0.00 I  0.00 I  0.00 I  0.00 I 

Jackson Springs 
                  

    
  0 – 5  73.28 B  8.49 GHI  1.42 I  0.48 I  0.00 I 

    
Imazapic 

 5 – 10  18.33 EF  14.35 FG  3.67 HI  0.91 I  0.00 I 

    
 10 – 15  2.13 I  13.09 FG  3.30 HI  1.79 I  0.15 I 

    
  15 – 20  0.00 I  7.96 GHI  3.61 HI  0.70 I  0.14 I 

* Percent of nominal application rates for each herbicide: 70 and 107 g ai ha-1 for imazapic and flumioxazin, respectively. 

† MBP: Months before planting carinata. 

‡ Means followed by same letter are not significantly different according to Bonferroni test (p < 0.05).  

  



 

124 

 

Table 4.2 Regression model and fit parameters to predict carinata damage in response to interval between applications and planting. 

Regression model fit was quadratic plateau. 

Location   Herbicides   a  b  c   R2   F   pr > F   AIC‡ 

                                              

    Imazapic   49.67 ± 6.11†  -6.62 ± 1.17  0.09 ± 0.08  0.50  7.2  0.0042  198.41 

Clayton                          

    Flumioxazin   31.94 ± 3.48  -1.81 ± 0.27  0.04 ± 0.01  0.40  10.49  0.0007  184.54 

                           

                           

    Imazapic   55.70 ± 5.30  -4.33 ± 0.40  0.09 ± 0.01  0.64  17.58  <0.0001  194.56 

Jackson Springs                         

    Flumioxazin   60.95 ± 8.34  -10.06 ± 1.61  0.46 ± 0.11  0.58  14.38  0.0001  213.38 

                                              

 Quadratic plateau: y = (a + b * x + c * (x^2)) * (x <= -0.5 * b/c) + (a + (-b^2/(4 * c))) * (x > -0.5 * b/c)" 

† Model parameter ± standard error 

‡ Akaike information criterion (AIC) 
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Table 4.3 Regression model and fit parameters to predict carinata density in response to herbicide dose in two North Carolina 

locations. Regression model fit was quadratic plateau. 

Evaluation   Location   Herbicides   a       b       c       R2   F   pr > F   AIC‡ 

                                                  

        Imazapic**                                       

    Clayton                                             

        Flumioxazin  60.37 ± 4.97†  -523.60 ± 69.44   1171.80 ± 73.49   0.82   46.82   <0.00001  179.47 

30 DAP                                                 

                                                  

        Imazapic**                                        

    Jackson Springs                                            

        Flumioxazin  66.09 ± 4.76   -332.40 ± 46.02   469.20 ± 64.08   0.80   41.22   <0.00001  183.20 

                                                  

                                                  

        Imazapic   50.84 ± 4.01   -379.80 ± 55.87   886.00 ± 58.16   0.78   34.64   <0.0001  169.63 

    Clayton                                             

        Flumioxazin  53.05 ± 3.21   -604.00 ± 44.02   1743.40 ± 42.74   0.90   88.56   <0.0001  159.45 

57 DAP                                                 

                                                  

        Imazapic   44.99 ± 4.22   -101.10 ± 33.54   73.17 ± 78.48   0.52   10.63   0.0007   188.77 

    Jackson Springs                                            

        Flumioxazin  53.52 ± 4.42   -491.70 ± 61.09   1253.80 ± 61.56   0.80   40.61   <0.0001  174.43 

                                                  

                                                  

        Imazapic   24.24 ± 3.06   -176.70 ± 42.93   370.10 ± 46.73   0.62   16.23   <0.0001  157.08 

    Clayton                                             

        Flumioxazin  27.15 ± 2.24   -303.50 ± 30.76   861.20 ± 30.01   0.83   47.52   <0.0001  142.91 

103 DAP                                                 

                                                  

    
    Imazapic   52.50 ± 6.91   

-

1097.10 
± 162.50   8082.30 ± 141.10   0.54   11.98   0.0004   190.90 

    Jackson Springs                                            

        Flumioxazin  52.50 ± 4.13   -947.80 ± 98.29   4669.40 ± 88.30   0.84   53.8   <0.0001  167.17 

                                                  

 Quadratic plateau: y = (a + b * x + c * (x^2)) * (x <= -0.5 * b/c) + (a + (-b^2/(4 * c))) * (x > -0.5 * b/c)  

** Indicates that no regression model presented good fit for this data 

† Model parameter ± standard error 

‡ Akaike information criterion (AIC) 
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Table 4.4 Regression model and fit parameters to estimate carinata damage in response to herbicide dose when applied preemergence. 

Regression model fit was quadratic plateau. 

Location   Herbicides   a  b  c   R2   F   pr > F   AIC‡ 

                                              

    Imazapic   6.14 ± 4.01†  299.67 ± 35.94  -590.05 ± 44.47  0.69  23.66  <.0001  183.90 

Clayton                          

    Flumioxazin   5.63 ± 7.12  597.70 ± 168.90  -3323.24 ± 148.60  0.36  5.71  0.0109  192.23 

                           

                           

    Imazapic   7.24 ± 8.83  232.86 ± 85.96  -320.10 ± 120.00  0.36  6.48  0.0064  220.55 

Jackson Springs                         

    Flumioxazin   -1.41 ± 9.70  289.08 ± 108.60  -321.81 ± 176.80  0.57  13.42  0.0002  214.23 

                                              

 Quadratic plateau: y = (a + b * x + c * (x^2)) * (x <= -0.5 * b/c) + (a + (-b^2/(4 * c))) * (x > -0.5 * b/c)" 

† Model parameter ± standard error 

‡ Akaike information criterion (AIC) 
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Figure 4.1 Carinata population density in response to application interval before planting for two herbicides in B. carinata in two 

locations of North Carolina. The evaluations were done 30, 57, and 103 days after carinata planting (DAP). Error bars 

represent the standard error of the mean (n=4). * Indicates significant differences with the control without herbicide, according 

with Dunnett-Test (p-value < 0.05).  



 

128 

 

P
la

n
t 

d
a

m
a
g

e
 o

b
s

e
rv

e
d

 i
n

 B
. 

 c
a
ri

n
a

ta
 (

%
)

0

20

40

60

80

100

Flumioxazin

Imazapic

Months before planting carinata seeds (MBP)

0 5 10 15 20 25

0

20

40

60

80

100

C
la

y
to

n
J
a
c

k
s
o

n
 S

p
ri

n
g

s

 
Figure 4.2 Plant damage at different soil depths in soil cores collected from two locations of 

North Carolina in response to application interval before carinata planting for two 

herbicides in B. carinata. Black solid and discontinuous lines represent the best-fit model 

for imazapic and flumioxazin, respectively. Error bars represent the standard error of the 

mean (n=4). Continuous red lines indicate the average plant damage observed in the 

control treatment and discontinuous red lines represent standard error.   
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Figure 4.3 Effect of increasing doses of two herbicides on B. carinata population evaluated in two locations of North Carolina. Black 

solid and discontinuous lines represent the best-fit model for imazapic and flumioxazin, respectively. The evaluations were 

done 30, 57, and 103 days after carinata planting (DAP) * indicates that no regression model presented good fit for this data. 

Error bars represent the standard error of the mean (n=4). Full doses (1X) for imazapic and flumioxazin were applied at time 

zero using recommended label rates of 70 g ai ha-1 and 107 g ai ha-1, respectively. 
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Figure 4.4 Plant damage at different soil depths in soil cores collected from two locations of 

North Carolina to evaluate the effect of increasing doses of two herbicides in B. carinata. 

Black solid and discontinuous lines represent the best-fit model for imazapic and 

flumioxazin, respectively. Error bars represent the standard error of the mean (n=4). Full 

doses (1X) for imazapic and flumioxazin were applied using recommended label rates of 

70 g ai ha-1 and 107 g ai ha-1, respectively. 
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Figure 4.5 Soil herbicide recovered amount (expressed as concentration) and its effect on 

carinata plant damage observed in two locations of North Carolina. Black discontinuous 

lines represent the best-fit model selected for each herbicide.  
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Figure 4.6 Soil herbicide recovered amount (expressed as concentration) and its effect on 

carinata plant density assessed in two locations of North Carolina. Black discontinuous 

lines represent the best-fit model selected for each herbicide.  
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CHAPTER 5: General conclusions and recommendations 

The integration of soil physics to address weed management problems in agriculture is 

still an uncommon practice. In the previous three chapters of this dissertation, I was studied the 

effect of soil physical properties such as water potential and soil hydraulic conductivity on weed 

germination rate and seed total germination, fundamental biological processes controlling weed 

population dynamics. In addition, after conducting a field trial with a texture-anisotropic soil, I 

demonstrated the existence of solute lateral movement following the slope main direction using a 

conservative tracer, which represents a potentially important form off-target movement of 

pesticides. Furthermore, the dynamics of this lateral movement were described based on soil 

physical properties using numerical models. HYDRUS 2D/3D demonstrated to be a valuable tool 

to simulate solute fate as a result of lateral movement and has the potential for assessing 

herbicide fate in weed management. Finally, I described how carryover and leaching of two 

herbicides affecting carinata were associated to soil physical properties and the rainfall 

distribution, and how this information can be used to inform crop and weed management 

decisions such as crop rotation sequence and intervals. 

Despite the practical advantages of using osmotic solutions as germination substrate to 

determine water potential requirements for germination, the present research clearly 

demonstrated that they do not accurately reproduce the how the edaphic environment supplies 

water to the seed during germination. For instance, PEG has been widely used to keep stable 

water potentials in germination studies but is limited just to represent a specific component 

within the complexity of the soil water dynamics and further effects on seed germination under 

filed conditions. Indeed, the seed germination variability in present study was better explained by 

soil unsaturated hydraulic conductivity. Consequently, assuming that an osmotic solution will 
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accurately represent the effect of soil conditions could lead to erroneous conclusions in further 

studies about population dynamics and plant ecology. Future studies contrasting the use of 

osmotic solutions and soils as germination substrate are recommended, extending this research 

approach to soils with textural class like clay or loamy sand, which were not covered in present 

study. 

As it was hypothesized previously in the literature, the field experiment performed in the 

present dissertation to study lateral movement of solutes in soils with textural anisotropy 

provided empirical evidence for this type of movement. The results obtained in this field 

experiment remarks a new scope for solute movement and edaphic contamination, which studies 

traditionally have described the predominancy of soil vertical flow and its subsequent solute 

transport. In addition to the field observations, the use of numerical modeling was a valuable tool 

to describe and analyzed lateral movement in depth. In this respect, the simulations performed 

using HYDRUS 2D/3D were considered satisfactory because they approximated the values 

obtained from field measurements. Therefore, this software should be considered in further 

studies of lateral movement. Because the present study used a conservative tracer, it is necessary 

to expand our knowledge of solute lateral movement of organic molecules by conducting 

experiments that use actual pesticides as solute and different soil and landscape conditions. This 

information will greatly improve risk assessment studies for pesticide off-target movement by 

complementing existing models for leaching and runoff. 

The results obtained in the carryover herbicide study revealed the pivotal role of soil 

physical properties in concurrence with the climatic conditions for crop safety after herbicide 

applications evidenced as differences observed in herbicide movement and persistence for the 

herbicides assessed under two different-textured soils. Therefore, special attention should be paid 
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to soil properties like organic matter content and texture before selecting the proper herbicides 

within the weed management strategy, as part of a well-designed crop rotation system. For 

instance, in coarser soils with low organic matter imazapic persistence will be greater than 

flumioxazin, which could present repercussions in further crop development, as observed in 

present study for carinata plants already established. It is recommended to replicate this 

experiment in other soils with textures such as clay (fine textural class) or soils with higher 

organic matter content, aiming to better describe how solute-soil particle interactions and soil 

water dynamics affect the persistence, distribution, and bioavailability of the herbicide. Finally, 

the carryover experiment conducted did not evaluate actual yield. Therefore, the results must be 

considered carefully in the context of safety during crop establishment. It is still possible that the 

rates identified here as injurious or safe might have a different impact on yield. However, this is 

unlikely because smaller plants are more susceptible to herbicides, and as time progresses the 

amount decreases in the soil as shown here. In any case, it will be important to confirm the 

impact of those rates on carinata yield with further herbicide carryover field studies. 


